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Abstract
The Conversational Search (CS) subtask of the NTCIR-18 FairWeb-2
task used Sakai’s GFRC (Group Fairness and Relevance for Con-
versations) measure for evaluating the participating systems. As
the Relevance and Group Fairness components were not directly
integrated in GFRC and the measure lacked a clear user model,
the present pilot study discusses an alternative called GFRC2. By
directly transferring the general idea of the GFR (Group Fairness
and Relevance) framework for web search to the task of evaluat-
ing generated conversations, we formulate GFRC2 as a form of
expected user experience for a population of users who go through
the words within the conversation. This also lets us visualise the
Relevance and Group Fairness component scores for each cluster of
users who are assumed to abandon the conversation at a particular
relevant nugget. We demonstrate the steps of computing GFRC2
using real runs from the FairWeb-2 CS subtask.
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1 Introduction
Normlised discounted cumulative gain (nDCG) was proposed in
2002 [12];1 after twenty three years, it is still the most widely used
ranked retrieval measure in information retrieval and related tasks.
In contrast, even though the recent and rapid advent of large lan-
guage models is forcing the IR community to shift from ranked
document retrieval to conversational search, there is no de facto
standard measure for conversational search evaluation as of to-
day [3, 18, 20, 22, 33, 37]. Compared to ranked document retrieval,
there are at least2 three major challenges in conversational search
evaluation: (a) The system responses may be multi-turn, and their
nature depends on the previous turns; (b) There is no predefined
retrieval unit; we need to deal with a series/trees of texts instead of
a ranked list of items; (c) Relevance is not all you need.

To address Challenge (a), simulating user-system interaction
(e.g., [15, 34, 38]) and collecting real user-system conversations
should probably complement each other, as the latter is more real-
istic but generally does not scale. In the present study, we take a
few examples from real user-system conversations obtained from
the Conversational Search (CS) subtask of the NTCIR-18 FairWeb-2
task [35], some of which are multi-turn while others are single-turn.

1Well, actually, nDCG is very similar the Sliding Ratio measure proposed in 1968 [23];
the main difference is that nDCG incorporates a logarithmic function.
2For example, reusability is another major challenge: evaluating generated text is very
different from traditional IR where document IDs of previously identified relevant
documents can often be useful for evaluating new systems.

To address Challenge (b), nugget-based evaluation is regaining
popularity [1, 2, 6, 11, 24, 28]. Although nugget-based approaches
have been explored for evaluating textual outputs well before the
advent of the Large Language Models (LLMs) [5, 9, 14, 19, 29, 36],
the LLMs themselves are making the nugget-based approaches far
more feasible than ever before, by freeing researchers from the
burden of fully manual nugget extraction. The present study also
takes the nugget-based approach: our premise is that nuggets have
already been identified within the system turns for evaluating con-
versational search; more specifically, we leverage the nuggets from
the aforementioned CS subtask of the NTCIR-18 FairWeb-2 task,
which represent relevant entities, e.g., researchers (for Researcher
topics).3 Note that, while a nugget is often defined as an atomic fac-
tual claim, we define it more broadly as any part of a conversational
text that is associated with a position (e.g., word count) within the
conversation and helps us assess the quality of the conversation.4

Regarding (c), it goes without saying that researchers should
make sure that the behaviours of conversational search systems
(and “artificial intelligence” systems in general) align with human
values [17]. Sakai [28] lists 20(+1) axes for evaluating conversational
search systems based on nuggets. Following the FairWeb-2 task, we
consider two axes from the list: the correctness of a nugget (whichwe
equate with relevance or utility) and fair exposure (which we treat as
group fairness).5 While both the TREC Fair Ranking Tracks [8] and
the NTCIR FairWeb tasks [35] have evaluated document ranking
based on relevance and group fairness, there have been very few
similar efforts or discussions for conversational search [10, 13].
For example, although Liu et al. [16] have proposed to evaluate
fair treatment [7, 28] (which they call user-oriented fairness) for
conversational recommendation by taking the difference between
the average score over an active group (i.e., people who actively
interact with a recommendation system) and that over an inactive
group, their work is not about fair exposure; neither can they handle
more than two groups.

In the present study, we propose an alternative to the GFRC
(Group Fairness and Relevance for Conversations) measure [27]
used in the CS subtask of the NTCIR-18 FairWeb-2 task [35]: we
propose GFRC2, by directly transferring the general idea of the
GFR (Group Fairness and Relevance) framework for web search to
the task of evaluating generated textual conversations. GFRC2 can
be seen as a form of expected user experience for a population of
users who go through the words within the conversation; this

3The FairWeb-2 task also collected movie entities (for Movie topics) and YouTube
video entities (for YouTube topics) [35].
4For example, in addition to factual claims and relevant entities, dialogue acts could
also be considered to be nuggets [28].
5Individual fairness [7] is outside the scope of the present study.
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lets us visualise the Relevance and Group Fairness component
scores for each cluster of users who are assumed to abandon the
conversation at a particular relevant nugget. We demonstrate the
steps of computing GFRC2 using real runs from the FairWeb-2 CS
subtask.

2 GFRC: The Approach used in the NTCIR-18
FairWeb-2 CS subtask

The NTCIR-18 FairWeb-2 CS subtask used Sakai’s GFRC [27], which
is described below. (This section is largely duplicated from Sakai
[27] and is not our new contribution.)

2.1 GFRC: A Generic Formulation
We want to evaluate a 𝑇 -round user-system textual conversation
𝐶 = (𝑈1, 𝑆1, . . . ,𝑈𝑇 , 𝑆𝑇 ). Let 𝑛𝑖 𝑗 denote the 𝑗-th nugget in the 𝑖-th
system turn 𝑆𝑖 ; we define𝑛𝑖 𝑗 to be any substring of 𝑆𝑖 that represents
a relevant piece of information in the context of the previous turn
sequence (𝑈1, 𝑆1, . . . ,𝑈𝑖 ) as well as the previous nuggets in 𝑆𝑖 , i.e.,
(𝑛𝑖1, . . . , 𝑛𝑖 ( 𝑗−1) ). For convenience, 𝑛𝑖 𝑗 is denoted as an element of
set 𝑆𝑖 . Furthermore, let pw(𝑛) (∈ [0, 1]) denote the position-based
weight of nugget 𝑛, where the position is defined in the context of
conversation 𝐶 . Let 𝑔(𝑛) (∈ [0, 1]) denote the gain value of nugget
𝑛. The R (relevance) score of conversation 𝐶 is defined as

𝑅(𝐶) = 1
N

𝑇∑︁
𝑖=1

∑︁
𝑛𝑖 𝑗 ∈𝑆𝑖

pw(𝑛𝑖 𝑗 )𝑔(𝑛𝑖 𝑗 ) , (1)

where N is a normalisation factor.
Meanwhile, given 𝑀 attribute sets6 and a target distribution

(i.e., a probability mass function) 𝐷𝑚
∗ for each𝑚(= 1, . . . , 𝑀), the

same conversation 𝐶 is evaluated in terms of group fairness as
follows. For every system turn 𝑆 that contains a relevant nugget, an
achieved distribution 𝐷𝑚 (𝑆) is computed based solely on the group
memberships of relevant nuggets contained in 𝑆 (the independent
distribution method [27]). In the present study, we ignore system
turns that do not contain any relevant nuggets.

Let PW(𝑆) denote the position-based weight of turn 𝑆 . The GF
(group fairness) score of conversation 𝐶 can be computed as:

GF(𝐶) = 1
N ′

𝑇∑︁
𝑖=1

PW(𝑆𝑖 )
𝑀∑︁

𝑚=1
𝑤𝑚DistrSim𝑚 (𝐷𝑚 (𝑆𝑖 ) ∥ 𝐷𝑚

∗ ) , (2)

where N ′ is a normalisation factor and 𝑤𝑚 is a weight assigned
to the𝑚-th attribute set s.t.

∑𝑀
𝑚=1 𝑤𝑚 = 1. Following GFR for doc-

ument ranking tasks [30], JSD (Jensen-Shannon Divergence) is
used for computing the DistrSim (distribution similarity) function
if the attribute set contains nominal groups, while either NMD (Nor-
malised Match Distance) or RNOD (Root Normalised Order-aware
Divergence) is used if the attribute set contains ordinal groups [30].
The definitions of the divergence measures can be found in Sakai
[26]. Note that a DistrSim score is obtained as one minus a diver-
gence score.
6An attribute set is a set of groups prepared for the purpose of evaluating group
fairness. For example, the NTCIR-18 FairWeb-2 task considered the PRONOUN and
HINDEX attribute sets for Researcher topics to encourage gender diversity in the
conversation and to cover researchers at different career stages. The PRONOUN
attribute set contained three nominal groups: he, she, and other. On the other hand,
the HINDEX attribute set contained four ordinal groups based on the Google Scholar
h-index values [35].

As a “quick summary” measure for ranking systems, the follow-
ing combined measure (GFRC) may be of some use:

GFR(𝐶) = 𝛼𝑅(𝐶) + (1 − 𝛼)𝐺𝐹 (𝐶) , (3)

where the 𝛼 is a parameter. Sakai [27] recommends to report R and
GF scores separately and to visualise the relationship between the
R and GF scores.

2.2 GFRC: An Instantiation
This section describes the instance of GFRC that was proposed in
Sakai [27] and implemented in the NTCIR-18 FairWeb-2 CS subtask.

Following S-measure [29], the position weight of each nugget
(See Eq. 1) was instantiated as a linear function.

pw(𝑛) = max(0, 1 − wc(𝑛) − 1
𝐿

) , (4)

where wc(𝑛) is the word count that represents the end position
of nugget 𝑛 within the conversation, and 𝐿 = 1, 000: assuming
that the user’s average reading speed is 250 words per minute, this
𝐿 implies that the user has four minutes to gather information
through a conversation. Thus, the first word within a conversation
has the positionweight of 1, while the 1,001-thword has the position
weight of 0 and therefore considered worthless. The accompanying
normalisation factor N (See Eq. 1) can then be given by:

N =

𝐿∑︁
𝑙=1

(
1 − 𝑙 − 1

𝐿

)
=
𝐿 + 1

2
. (5)

This is a “hard” normalisation factor, which represents a practically
unattainable situation where every word in conversation 𝐶 repre-
sents a relevant nugget. The instantiation of the R score should
therefore be:

𝑅(𝐶) = 2
𝐿 + 1

𝑇∑︁
𝑖=1

∑︁
𝑛𝑖 𝑗 ∈𝑆𝑖

max(0, 1 −
wc(𝑛𝑖 𝑗 ) − 1

𝐿
)𝑔(𝑛𝑖 𝑗 ) . (6)

However, due to a minor inconsistency in Sakai’s paper [27, Eqs. 6-
8], the R score implemented for the CS subtask was

𝑅(𝐶) = 2
𝐿 + 1

𝑇∑︁
𝑖=1

∑︁
𝑛𝑖 𝑗 ∈𝑆𝑖

max(0, 1 −
wc(𝑛𝑖 𝑗 )

𝐿
)𝑔(𝑛𝑖 𝑗 ) . (7)

The normalisation factor for Eq. 7 should have been

N =

𝐿∑︁
𝑙=1

(
1 − 𝑙

𝐿

)
=
𝐿 − 1

2
, (8)

so that

𝑅(𝐶) = 2
𝐿 − 1

𝑇∑︁
𝑖=1

∑︁
𝑛𝑖 𝑗 ∈𝑆𝑖

max(0, 1 −
wc(𝑛𝑖 𝑗 )

𝐿
)𝑔(𝑛𝑖 𝑗 ) . (9)

In the present study, for the purpose of comparison with our new
GFRC2 measure, we use Eq. 6 to compute GFRC as this appears to
be what Sakai originally intended.

On the other hand, the instantiation of the GF score (See Eq. 2)
was as follows. Let S be the set of system turns excluding those
that do not contain any relevant nugget, and simply let PW(𝑆𝑖 ) = 1
iff 𝑆𝑖 ∈ S, with N ′ = |S|.
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GF𝑚 (𝐶) =
{

0 if S = 𝜙
1
|S |

∑
𝑆𝑖 ∈S DistrSim𝑚 (𝐷𝑚 (𝑆𝑖 ) ∥ 𝐷𝑚

∗ ) otherwise.
(10)

That is, the DistrSim’s over relevant system turns are simply aver-
aged.

For the FairWeb-2 CS subtask, final GFRC score (Eq. 3) was
computed by simply averaging the R and GF scores.

3 GFRC2: The Proposed Alternative
According to the above formulation of GFRC, the R score and GF
score are somewhat disconnected, in that (a) the position weight
only applies to the R score; and (b) while the R score is nugget-
based, the GF score is turn-based; and (c) the final GFRC score
is just an average of these different scores. Here, we propose a
simple alternative that has an easily interpretable user model, by
transferring the idea behind the GFRmeasure for document ranking
to conversational search evaluation.

The Sakai/Robertson Normalised Cumulative Utility (NCU) [31,
32] and GFR frameworks model a population of users (with the
same information need) that examine the ranked list from the top
and then abandon the list at different document ranks.7 A group of
users who abandon the list at a particular rank 𝑟 (typically due to
satisfaction) constitutes one user cluster ; for this cluster, the utility
of the SERP is a function of the quality of the top 𝑟 documents of
the SERP [31, 32]; more generally, the total user experience for this
cluster can be estimated as a linear combination of the utility and the
group fairness of the top 𝑟 documents [30]. By taking into account
the users’ abandoning probability distribution over the ranks, NCU
is computed as the expected utility over the user clusters, while GFR
is computed as the expected experience over theses clusters.

Now, let us consider a similar user model for conversational
search. Figure 1 depicts our idea. Imagine a population of users
who examine the same user-system conversation. While a tree of
user-system turns (i.e., conversations that branch out according
toprevious user/system turns) is a possibility, for simplicity we
assume that we have a sequence of alternating user-system turns
as in the FairWeb-2 CS subtask.8 Just as we envision different users
abandoning a ranked list of documents at different ranks, let us as-
sume that conversational search users also abandon conversations
at different positions within the conversation. Thus, a group of users
who abandon a conversation at a particular position constitutes a
user cluster, and we can assume that there is a probability distribu-
tion over these positions. For a user cluster uc that abandons the
conversation at word count wc(uc), the total user experience can be
computed as a function of the utility of the conversation from the
beginning down to position wc(uc), and the overall group fairness
of the same portion of the conversation. Thus, we can formulate
GFRC2 as the expected total experience over the user clusters at
different abandoning positions within the same conversation.

Formally,

GFRC2 =
∑︁
uc

Prob(uc)Experience(uc) , (11)

7See the C/W/R/A framework [4, 21] for related discussions.
8Even if we have a tree of turns, note that the different paths within the tree can still
be treated as a sequence of user-system turns.

Experience(uc) =𝑤0Utility(uc) +
𝑀∑︁

𝑚=1
𝑤𝑚GF𝑚 (uc) , (12)

where Prob(uc) is the probability that user cluster uc abandons
the conversation at that position, Utility(uc) is the utility of the
conversation for that user cluster, andGF𝑚 (uc) is the group fairness
experienced by that user cluster with respect to the𝑚-th attribute
set, and 𝑤𝑚 (𝑚 = 0, . . . , 𝑀) is a weight for each component score
such that

∑𝑀
𝑚=0 𝑤𝑚 = 1.

In the present study, we consider a particular instantiation of
GFRC2 by adopting word count-based notations as described below.
As illustrated in Figure 1, note that the raw user-system conversa-
tion is first broken down into a list of words, as was done at the
FairWeb-2 CS subtask.

First, we define the relevance indicator at each word count as:

𝐼 (wc) =


1 if wc is the end position of an 𝑙-relevant nugget
(𝑙 ∈ {1, . . . , 𝑙max})

0 otherwise .
(13)

We then instantiate the abandoning probability at wc as:

Prob(wc) =
{

1/𝐿 if wc ≤ 𝐿 and 𝐼 (wc) = 1
0 otherwise .

(14)

The assumptions behind the above are that there are at most 𝐿
relevant nuggets in a conversation and that the user distribution
is uniform over these 𝐿 nuggets (even if the actual conversation
contains far fewer relevant nuggets). This is analogous to the user
model behind Average Precision (AP) and Q-measure for ranked
retrieval evaluation [25], except that we use the parameter 𝐿 instead
of the recall base (𝑅) used in AP and Q.9

As for utility, we compute Graded Nugget Precision (GNP) at the
end of each relevant nugget:

GNP(wc) = GWCrel(wc)
WCnonrel(wc) + GWCrel(wc) , (15)

GWCrel(wc) =
𝑙max∑︁
𝑙=1

𝑙 ∗WCrel𝑙 (wc) , (16)

where WCrel𝑙 (wc) denotes the number of words that correspond
to a 𝑙-relevant nugget within the first wc words of the conversa-
tion, and WCnonrel(wc) denotes the number of words that do not
correspond to any relevant nugget within those first wc words.

As for group fairness at the end of each relevant nugget, let

GF𝑚 (wc) = DistrSim𝑚 (𝐷𝑚 (wc) | |𝐷𝑚
∗ ) , (17)

where 𝐷𝑚 (wc) is the achieved probability distribution, defined as
follows. Let rel(wc) denote the set of relevant nuggets found within
the first wc words of the conversation, let 𝑁 (𝑚) denote the number
of groups in the𝑚-the attribute set, and let (𝑝𝑚1 (𝑛), . . . , 𝑝𝑚

𝑁 (𝑚) (𝑛))
denote the groupmembership probability vector for relevant nugget
𝑛. Then the membership probability for Group 𝑖 (= 1, . . . , 𝑁 (𝑚)) in
𝐷𝑚 (wc) is computed as:

𝑝𝑖 (𝐷𝑚 (wc)) = 1
|rel(wc) |

∑︁
𝑛∈rel(wc)

𝑝𝑚𝑖 (𝑛) . (18)

9In generative text evaluation, it is usually not possible to define recall.
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Nugget 2
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User Cluster 2
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2

wc(uc1)

wc(uc2)

Overall experience
= Utility + Group Fairness

Abandoning 
probability distribution
over words

GFRC2 = expected overall experience for the user population

:
:

Figure 1: An illustration of the user model behind GFRC2.

Finally, as a quick summary measure, we simply average the
utility and GF scores to define the total experience, by letting𝑤𝑚 =

1/(𝑀 + 1) for𝑚 = 0, . . . , 𝑀 in Eq. 12. Hence, Eq. 11 reduces to:

GFRC2 =
1
𝐿

∑︁
wc

𝐼 (wc)
GNP(wc) +∑𝑀

𝑚=1 GF
𝑚 (wc)

𝑀 + 1
. (19)

We can also average GNP and GF scores individually: for example,
if we want to focus on GNP (i.e., utility), letting𝑤0 = 1 and𝑤𝑚 = 0
for𝑚 = 1, . . . , 𝑀 in Eq. 12 will give us the Expected GNP

EGNP =
1
𝐿

∑︁
wc

𝐼 (wc)GNP(wc) . (20)

Similarly, Expected GF can be computed for each attribute set, by
letting𝑤𝑚 = 1 and𝑤𝑚′ = 0 for𝑚′ ≠𝑚.

EGF𝑚 =
1
𝐿

∑︁
wc

𝐼 (wc)GF𝑚 (wc) . (21)

However, we argue that it is more important to visualise and ob-
serve the change in utility (quantified by GNP scores) and group
fairness (quantified by GF scores) across the user clusters, as we
shall demonstrate in the next section.

Note that, just like GFRC [27] and S-measure [29] (both of which
use a linear decay function given by Eq. 4), GFRC2 values relevant
nuggets found earlier in the conversation higher than those found
later. To see this, suppose that a relevant nugget moves to an earlier
position within the conversation while keeping the other relevant
nuggets unchanged. This would not affect the group membership of
the nugget, but would affect the GNP score in Eq. 19. If we further
go back to Eq. 15, we can see that the GWCrel would be unaffected
(since the set of relevant nuggets we are looking at is still the same
after the above change). On the other hand, the WCnonrel in Eq. 19
would either remain the same or decrease, since the above change
means that the wc we are considering is now smaller. That is, GNP
would either remain the same or increase: the relevant nugget that
has moved “up” generally raises the GFRC2 score.

4 GFRC in Action: Revisiting the Case Study
from the FairWeb-2 CS subtask

By revisiting a case study from the NTCIR-18 FairWeb-2 overview
paper, this section demonstrates how GFRC2 can be computed.
Figures 2 and 3 have been duplicated from Tao et al. [35] (except
that we have added the start position of each relevant nugget for the
purpose of calculating GNP): these are the CS subtask conversations
submitted by Team COPWA and the organisers for Topic R112
(“Researchers who have published at least one paper at the ICLR
conference.”).10

Tables 1 and 2 demonstrate the steps for computing the GFRC2
scores for these two runs; each line corresponds to a relevant nugget
shown in Figures 2 and 3. For example, the first line of Table 1 for
the first relevant nugget returned by COPWA atwc = 33 is obtained
as follows.

• The relevant nugget (with a relevance level of 𝑙 = 2) contains
two words,11 and hence GWCrel = 2 ∗ 2 = 4 (Eq. 16) and
WCnonrel = 33 − 2 = 31. Therefore, GNP = 4/(31 + 4) =

0.114286 (Eq. 15).
• Regarding the PRONOUN-based group fairness, the first
relevant nugget is a “he” and the group membership vector
is (1,0,0);12 By comparing this achieved distribution with the
gold uniform distribution in terms of JSD [26], DistrSim =

1 − 0.459148 = 0.540852.
• Regarding the HINDEX-based group fairness, the first rel-
evant nugget belongs to Group 4 (i.e., researchers with a
very high h-index); if we compare the group membership

10https://waseda.box.com/fairweb2topics
11Although it actually contains three words (Yoshua, Bengio, and the URL), the official
word count data from the CS subtask does not include the word Yoshua as part of the
nugget. This is because, as the first red line in Figure 2 shows, Yoshua is treated as part
of S:Yoshua, as only white spaces were used as word separators in the CS subtask. We
have opted to use the data verbatim in this study, but recomputing GFRC2 by treating
this nugget as a three-word nugget is trivial.
12Note that the he/she/other annotations were obtained at the FairWeb-2 task solely
based on whether “he” or “she” was found within the researchers biography text, or
not.
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<R112>
U:List researchers who have published at least one paper at the ICLR conference. 
Include authors from diverse career stages and genders. Strict format: Researcher name, Google Scholar URL 
(plain text).
S:Yoshua Bengio, https://scholar.google.com/citations?user=kukA0LcAAAAJ
Geoffrey Hinton, https://scholar.google.com/citations?user=JicYPdAAAAAJ
Yann LeCun, https://scholar.google.com/citations?user=WLN3QrAAAAAJ
Chelsea Finn, https://scholar.google.com/citations?user=7N9AIrMAAAAJ
Serena Yeung, https://scholar.google.com/citations?user=1LxWZrMAAAAJ
Judy Hoffman, https://scholar.google.com/citations?user=3gMnb_kAAAAJ
Pieter Abbeel, https://scholar.google.com/citations?user=vtwH6uAAAAAJ
Fei-Fei Li, https://scholar.google.com/citations?user=rDfyQnIAAAAJ
Shakir Mohamed, https://scholar.google.com/citations?user=GkVbfPIAAAAJ
Timnit Gebru, https://scholar.google.com/citations?user=Y2c8m0UAAAAJ
Ian Goodfellow, https://scholar.google.com/citations?user=iYN86KEAAAAJ
Karen Simonyan, https://scholar.google.com/citations?user=4BoB8_sAAAAJ
Raia Hadsell, https://scholar.google.com/citations?user=2d8u4MwAAAAJ
Martha White, https://scholar.google.com/citations?user=1z0KkYIAAAAJ
Daphne Koller, https://scholar.google.com/citations?user=7xL4KPcAAAAJ
Ruslan Salakhutdinov, https://scholar.google.com/citations?user=Vd1c6Z0AAAAJ
Joelle Pineau, https://scholar.google.com/citations?user=7Z5K1ScAAAAJ
Mila Nikolova, https://scholar.google.com/citations?user=3Q8Q5JYAAAAJ
Andrew Ng, https://scholar.google.com/citations?user=mG4imMEAAAAJ
Emily Denton, https://scholar.google.com/citations?user=3XG1kV4AAAAJ
</R112>

WC=32-33, L2, h=241 (G4), he (G1)  

WC=34-36, L2, h=187 (G4), he (G1)  

WC=37-39, L2, h=154 (G4), he (G1)  

WC=52-54, L2, h=158 (G4), she (G2)  

WC=61-63, L2, h=94 (G4), he (G1)  

WC=85-87, L2, h=150 (G4), he (G1)  

Figure 2: The output of COPWA-CS-QD-MN-2 for Topic R112, with additional information provided in baloons (Duplicated
from Tao et al. [35]).

<R112>
U:Please list researchers who have published at least one paper at the ICLR conference.
Format: researcher name, google scholar URL in plain text
S:Here are a few researchers who have published papers at the ICLR conference:
Yoshua Bengio https://scholar.google.com/citations?user=kukA0LcAAAAJ
Geoffrey Hinton https://scholar.google.com/citations?user=JicYPdAAAAAJ
Ian Goodfellow https://scholar.google.com/citations?user=iYN86KEAAAAJ
Sergey Levine https://scholar.google.com/citations?user=9zK1SCkAAAAJ
Chelsea Finn https://scholar.google.com/citations?user=7xVZ2RIAAAAJ
These researchers have made significant contributions to the field of machine learning and have been active 
participants in the ICLR community. If you need more names or specific papers, feel free to ask!
U:More please.
S:Sure! Here are more researchers who have published papers at the ICLR conference:
Pieter Abbeel https://scholar.google.com/citations?user=vtwH6uAAAAAJ
Andrew Ng https://scholar.google.com/citations?user=mG4imMEAAAAJ
Fei-Fei Li https://scholar.google.com/citations?user=rDfyQnIAAAAJ
Jürgen Schmidhuber https://scholar.google.com/citations?user=VTZqWIAAAAAJ
Daphne Koller https://scholar.google.com/citations?user=5L5s7cwAAAAJ
If you need even more names or specific details about their contributions, let me know!
</R112>

WC=37-39, L2, h=241 (G4), he (G1)  

WC=40-42, L2, h=187 (G4), he (G1)  

WC=43-45, L2, h=94 (G4), he (G1)  

WC=103-105, L2, h=150 (G4), he (G1)  

WC=106-108, L2, h=158 (G4), she (G2)  

Figure 3: The output of ORG-CS-D-MN-1 for Topic R112, with additional information provided in baloons (Duplicated from
Tao et al. [35]).

vector (0,0,0,1) with the gold uniform distribution in terms
of RNOD [26], DistrSim = 1 − 0.595119 = 0.404881;

• The Experience is simply the average of the GNP and the
two DistrSim scores: (0.114286 + 0.540852 + 0.404881)/3 =

0.353340.
Table 3 shows theGFRC2 scores obtained as the sumof Experience’s

divided by 𝐿 = 1, 000, as well as the EGNP and EGF scores obtained
as the sum of GNP (or DistrSim) scores divided by 𝐿 = 1, 000. It
can be observed that COPWA outperforms ORG in terms of every
measure for this topic.

Figures 4 and 5 visualise how the GNP and GF scores change as
the word count increases in each run. We believe this visualisation
approach is useful, as we can see how the utility and group fairness
changes as the conversation progresses. For example, from Figure 4,
it is easy to see that, for COPWA,

• The utility improves at the third user cluster and then re-
mains more or less constant after that;

• The group fairness for PRONOUN improves at the fourth
user cluster and then remains more or less constant after
that;

• The group fairness for HINDEX is unchanged throughout
the conversation.

Moreover, by comparing Figures 4 and 5, it can be observed that the
ORG run returns its fifth relevant nugget (which triggers the fifth
user cluster to abandon the conversation) later than COPWA’s sixth
relevant nugget: the word count of the ORG nugget is 108 while
that for the COPWA nugget is 87. The PRONOUN-based group
fairness of the ORG run finally improves at the fifth user cluster.

For completeness, Tables 4 and 5 show how the original GFRC
(but using Eq. 6 instead of Eq. 7 for the R scores) are computed. The
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Table 1: Steps for computing GFRC2 for COPWA-CS-QD-MN-2.

GF (PRONOUN, JSD) GF (HINDEX, RNOD)
wc GWCrel WCnonrel GNP 𝐷 DistrSim 𝐷 DistrSim Experience
33 4 31 0.114286 (1,0,0) 0.540852 (0,0,0,1) 0.404881 0.353340
36 10 31 0.243902 (1,0,0) 0.540852 (0,0,0,1) 0.404881 0.396545
39 16 31 0.340426 (1,0,0) 0.540852 (0,0,0,1) 0.404881 0.428720
54 22 43 0.338462 (3/4,1/4,0) 0.769708 (0,0,0,1) 0.404881 0.504350
63 28 49 0.363636 (4/5,1/5,0) 0.749772 (0,0,0,1) 0.404881 0.506096
87 34 70 0.326923 (5/6,1/6,0) 0.733061 (0,0,0,1) 0.404881 0.488288

Table 2: Steps for computing GFRC2 for ORG-CS-D-MN-1.

GF (PRONOUN, JSD) GF (HINDEX, RNOD)
wc GWCrel WCnonrel GNP 𝐷 DistrSim 𝐷 DistrSim Experience
39 6 36 0.142857 (1,0,0) 0.540852 (0,0,0,1) 0.404881 0.362863
42 12 36 0.250000 (1,0,0) 0.540852 (0,0,0,1) 0.404881 0.398578
45 18 36 0.333333 (1,0,0) 0.540852 (0,0,0,1) 0.404881 0.426355
105 24 93 0.205128 (1,0,0) 0.540852 (0,0,0,1) 0.404881 0.383620
108 30 93 0.243902 (4/5,1/5,0) 0.749772 (0,0,0,1) 0.404881 0.466185

Table 3: GFRC2: EGNP and EGF scores of COPWA-CS-QD-MN-2 and ORG-CS-D-MN-1 for Topic R112.

EGNP EGF (PRONOUN, JSD) EGF (HINDEX, RNOD) GFRC2
COPWA-CS-QD-MN-2 0.001728 0.003875 0.002429 0.002677

ORG-CS-D-MN-1 0.001175 0.002913 0.002024 0.002038

pw’s in our table are larger than those in the FairWeb-2 overview
paper by only 0.001 for the reason discussed in Section 2.2. As
every relevant nugget is L2-relevant, the gain value is always 𝑔 =

(22 − 1)/𝑙max = 3/4 = 0.75. Compared to Table 3, this table and
the similar table from the FairWeb-2 overview paper share a minor
inconvenience when averaging to compute GFRC: the R scores are
far smaller than the GF scores and therefore the R scores have very
little impact on the final GFRC scores. Our GFRC2 framework does
not have this problem thanks to the way we formulate the measure
as the expected total user experience.

5 Conclusions and Future Work
By directly transferring the general idea of the GFR (Group Fair-
ness and Relevance) framework for web search [30] to the task of
evaluating generated conversations, we formulated GFRC2 as a
form of expected user experience for a population of users who go
through the words within the conversation. Using real runs from
the CS subtask of the NTCIR-18 FairWeb-2 task [35], we demon-
strated that this formulation also lets us visualise the Relevance
and Group Fairness component scores for each cluster of users who
are assumed to abandon the conversation at a particular relevant
nugget. In addition, GFRC2 is free from the minor scaling issue of
GFRC (i.e., R scores are generally far smaller than the GF scores).

Applying GFRC2 to a large scale (simulated or real) conversa-
tion evaluation is left for future work.13 The idea of defining the
total user experience based on utility and group fairness could be
extended to other axes for conversational search (e.g., harmlessness
and modesty) [28].

13At the NTCIR-18 FairWeb-2 task, only one team participated in the CS subtask
(besides the organiser team), and the task will be discontinued, unfortunately.
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Figure 4: Visualising the effectiveness of COPWA-CS-QD-MN-2 based on the GFRC2 framework.
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Figure 5: Visualising the effectiveness of ORG-CS-D-MN-1 based on the GFRC2 framework.
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Table 4: GFRC: Steps for computing the R and GF scores are computed for COPWA-CS-QD-MN-2 and ORG-CS-D-MN-1 for
Topic R112. This similar to a table from Tao et al. [35], except that Section (a) of our table shows the results based on Eq. 6
instead of Eq. 7.

COPWA-CS-QD-MN-2 ORG-CS-D-MN-1
(a) R pw 𝑔 pw ∗ 𝑔 pw 𝑔 pw ∗ 𝑔

0.968 0.75 0.726000 0.962 0.75 0.721500
0.965 0.75 0.723750 0.959 0.75 0.719250
0.962 0.75 0.721500 0.956 0.75 0.717000
0.947 0.75 0.710250 0.896 0.75 0.672000
0.938 0.75 0.703500 0.893 0.75 0.669750
0.914 0.75 0.685500

(b) GFJSD (PRONOUN) turn # 𝐷 DistrSim turn # 𝐷 DistrSim
1 (5/6, 1/6, 0) 0.733061 1 (1, 0, 0) 0.540852

2 (1/2, 1/2, 0) 0.809126
(c) GFRNOD (HINDEX) turn # 𝐷 DistrSim turn # 𝐷 DistrSim

1 (0, 0, 0, 1) 0.404881 1 (0, 0, 0, 1) 0.404881
2 (0, 0, 0, 1) 0.404881

Table 5: GFRC: R and GF scores of COPWA-CS-QD-MN-2 and ORG-CS-D-MN-1 for Topic R112. This is similar to a table from
Tao et al. [35], except that Section (a) of our table shows the results based on Eq. 6 instead of Eq. 7, and the final GFRC scores
are presented in addition.

R GF (PRONOUN, JSD) GF (HINDEX, RNOD) GFRC
COPWA-CS-QD-MN-2 0.008532 0.733061 0.404881 0.382158

ORG-CS-D-MN-1 0.006992 0.674989 0.404881 0.362287
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