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Abstract
The NITKC team participated in the RadNLP Shared task of TNM
classification from lung cancer radiology reports written in English,
using an LLM-based approach. LLM accuracy varies depending
on training methods and the number of parameters. We aimed to
solve this task using open-source LLMs with fewer parameters
than closed-source, proprietary LLMs and made improvements
accordingly. Open-source LLMs have less prior knowledge than
closed-source LLMs, putting them at a disadvantage for TNM classi-
fication. To address this, we used Graph-RAG to improve accuracy
and address issues by representing domain knowledge for unfamil-
iar tasks as a graph and incorporating it as knowledge into the LLM.
This method uses a graph database to represent domain knowl-
edge for TNM classification in a graph structure. It dynamically
incorporates the graph information into LLM prompts, compen-
sating for the knowledge gaps in open-source LLMs and enabling
more accurate inference. Additionally, to enhance performance,
we trained BioBERT and MedBERT on a dataset labeled with lung
cancer progression stages and utilized these inference results con-
currently. As a result, we achieved a joint accuracy of 0.2963 in
the TNM classification task. This demonstrates that our approach
effectively mitigates the limitations of open-source LLMs in TNM
classification.

Keywords
Medical Natural Language Processing, Large LanguageModel, Graph-
RAG, Radiology Reports, Cancer Staging

Team Name
NITKC

Subtasks
Sub task (English track) and Main task (English track)

1 Introduction
We participated in the NTCIR-18 RadNLP 2024 shared task [14].
This is a task for automatically staging lung cancer from radiology

reports. The radiology reports are written based on medical images
such as CT andMRI by doctors. However, the paper [8] reported that
the radiology reports do not always provide the stage. Therefore,
the shared task aimed to automatically stage lung cancer based on
the radiology reports.

In this shared task, there were two tasks which are related to
Medical Natural Language Processing (Medical NLP). The first task
is called "main task". It is to predict TNM classificationwhich defines
the severity of lung cancer. The Second task is called "sub task". It
is a task to predict the eight labels related to lung cancer from each
sentence of the radiology report. The datasets in this task are lung
cancer reports which are post-treatment. They are made from the
images Radiopaedia1 for this shared task. Therefore, they do not
include personal information.

Our method used Graph-RAG and incorporated the sub task and
main task labels. RAG framework is a method to provide the LLM
with additional information. The Graph-RAG algorithm is a part of
the RAG framework and is efficiently designed for graph structure.
Therefore, we used sub task results and provided the LLMs with
structured definitions of the TMN classification via Graph-RAG.

In the experiments, we used LLM and defined an original graph
in the main task. This graph incorporated results from the sub task.
Finally, we ranked eighth out of 12 in the sub task and 11th out of
16 in the main task on the RadNLP 2024 shard task leaderboard.

We discuss our method and the effect of the Graph-RAG in Medi-
cal NLP via a comparison to another approach to add information to
the LLM. Therefore, this paper makes the following contributions:

• Proposed a method for predicting the TMN classification
from a radiology report using Graph-RAG (main task).

• Proposed a method for predicting the eight labels related to
lung cancer from each sentences of the radiology reports
(sub task).

• Conformed and discussed the effect of the Graph-RAG in
the Medical NLP.

1https://radiopaedia.org/
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2 Related Work
This paper uses many technologies related to NLP and references a
lot of papers. This section describes the summary of the technology
and the use case in our method.

Transformer
Transformer [11] is a neural network architecture. It is based on a
self-attention mechanism that allows for efficient modeling of long-
range dependencies without recurrent structures, unlike previous
architectures such as RNN and LSTM.

In natural language processing, there are many successful mod-
els which are based on the Transformer architecture. In the field
of medical NLP, these models are adopted in many studies. For ex-
ample, in MedNLP-SC [12] in NTCIR-17 which was previously the
shared task, many teams used transformer-based architecture. In
this paper, we used BERT-based architecture and GPT architectures
for solving sub task and main task, both of which are based on the
Transformer architecture.

BERT
BioBERT [3] is a model trained by the corpus of papers in the field
of biomedical via BERT architecture. BERT [1] is a neural network
architecture using Transformer’s encoder. The BERT was trained
on a large corpus by using the next sentence prediction algorithm,
masking strategy. MedBERT [10] is also BERT-based architecture
trained by the corpus which is created from the electronic health-
care records.

The BERT is effective for sentence-level classification of the
free-text radiology reports [6]. The BERT-based model has also
proven effective in the field of Medical NLP. For example, previous
research [5] in MedNLP-SC uses a BioBERT-base model in the ex-
periment. In our approach, we used the MedBERT and the BioBERT
for solving sub task which is a sentence-level classification problem.

GPT
GPT [7] is an architecture that uses a Transformer’s decoder. LLM
(Large Language Model) such as ChatGPT2, Gemini3, and Claude4
has a strong generalization performance. They train very large
datasets via the GPT architecture. There are two types of LLM,
closed-source LLM and open-source LLM. The closed-source LLM
is proprietary. It has a very strong performance but does not public
information about the parameters. On the other hand, the open-
source LLM is freely available and has publicly accessible parame-
ters. We use a model part of the open-source LLM.

In NLP, The GPT is a strong method for many types of the task.
The LLMs have expanded into domains that involve complex tasks,
including the medical field. The GPT is valid in the field of Medical
NLP. For example, previous research [2] in NTCIR-17 used GPT-
3.5-Turbo5.

We used an LLM to predict the TMN classification labels required
in the main task. In this approach, we used sub task results and

2https://chatgpt.com/
3https://gemini.google.com/
4https://claude.ai/
5https://openai.com/index/gpt-3-5-turbo-fine-tuning-and-api-updates/

gave the LLM information including the definition of the TMN
classification.

RAG
RAG [4] is a retrieval-based framework designed to enhance the
LLM performance. The RAG allows external information to be pro-
vided to the LLM, improving prediction accuracy. There are many
types of the RAG algorithms. We use the Graph-RAG algorithm.
It is a graph-based algorithm and strong to field using a graph
approach.

In the recent NLP field, the RAG is based on the LLM technology.
It is used for developing the LLM which is able to think of reason
and retrieval in the Internet information. In the medical NLP, RAG
is also conformed effective. A study [9] indicates that the accuracy
is growing to use RAG in medical question-answering tasks.

In our method, we adopted the Graph-RAG in the main task. The
main task involves classification according to the TMN system. The
TMN classification has many labels and such labels reference one
another, which makes the graph-based approach appropriate.

3 Proposed Methods
3.1 Sub task
The sub task involves document segmentation to predict eight spans
containing useful information for lung cancer treatment. In NLP
terminology, this sub task is a multi-label binary sentence classifica-
tion. The eight labels are "Pleural", "Lymphadenopathy", "Satellite",
"Extension", "Measure", "Inclusion", "Atelectasis", "Distant". Their
definitions involve the TMN system. In this task, we adopted three
different types of models using the BERT architecture.

First, we created a MedBERT model that trained six target labels
via fine-tuning. In the fine-tuning, we trained all layers of the
MedBERT including the input layer, attention layer, and output
layer.

Second, in the two target labels, their classification tasks are
more difficult than the label classification of others. Therefore, we
trained separate models using the BioBERT for some labels, and
three models in total for the sub task.

3.2 Main task
The main task is a multi-label document classification to correctly
determine T, N, and M categories for each radiology report. The
TMN classification categories are further divided into more detailed
subcategories:: "T0", "Tis", "T1mi", "T1a", "T1b", "T1c", "T2a", "T2b",
"T3", "T4" and "M0", "M1a", "M1b", "M1c" and "N0", "N1", "N2", "N3".
We follow the TMN classification defined by the Japan Lung Cancer
Society (JLCS)6.

Figure 1 provides an overview of our method for the main task.
We used sub task results and provided the TMN classification defi-
nitions to LLM using Graph-RAG. The final output is generated by
the LLM.

6https://www.haigan.gr.jp/publication/guideline/examination/2022/1/0/
220100000000.html
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Figure 1: An overview of our method for the main task

Table 1: Our experimental setup for the sub task

Model name A B C
Base model MedBERT BioBERT BioBERT

Label(s)
Pleural, Lymphadenopathy,
Satellite, Extension,
Measure, Inclusion

Atelectasis Distant

Batch Size 4 4 4
Epochs 10 10 10

4 Experiments
4.1 Sub task
We used the MedBERT7 and the BioBERT8 for predicting. The
MedBERT is used to train model for the labels: "Pleural", "Lym-
phadenopathy", "Satellite", "Extension", "Measure", and "Inclusion".
We call this model "A". The BioBERT is used to train models for the
labels: "Atelectasis", and "Distant". We call these models "B" or "C".
The batch size is set to four and the number of the epochs is 10 for
both models. Table 1 summarizes the experimental setting.

In the training, we used the pipeline provided by HuggingFace
Transformers [13]. Our fine-tuning method is defined by Auto-
Model, we only changed the batch size and the number of epochs,
other parameters followed the default values of the TrainingArgu-
ments class of the HuggingFace9.

For evaluation, the task uses 𝐹2.0 score. The final score is com-
puted sentence-wise average over the seven labels from Measure
to Distant. The 𝐹2.0 score is defined as

𝐹2.0 = 5 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑟𝑒𝑐𝑎𝑙𝑙
4 · (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙) (1)

4.2 Main task
For the main task, we used the Graph-RAG, which requires a prede-
fined graph. This graph is shown in Figure 2. It follows the medical
knowledge and the TMN definition by ours. In the experiments, we
used the Neo4j10 which is a graph database management system.

7https://huggingface.co/Charangan/MedBERT
8https://huggingface.co/dmis-lab/biobert-v1.1
9https://huggingface.co/docs/transformers/v4.50.0/en/main_classes/trainer#
transformers.TrainingArguments
10https://neo4j.com/

Figure 2: The graph structure

We used the Lamarck-14B-v0.711 LLM model. This model is a
merged model combining several other foundation models.

The prompts used in our experiments are listed in the appendix
section. In our approach, we provided the LLM with the TMN clas-
sification definition via the Graph-RAG. The definitions provided
by the JLCS are written in Japanese and translated into English for
use in the model prompts.

For evaluation, the task used an accuracy score. The final score is
computed report-wise average over the several categories, the eval-
uation used two metrics: fine and coarse scores. They are fine scores
and coarse scores. The fine score is the proportion of radiology re-
ports with accurate predictions for all the T, N, and M factors. The
coarse score ignores distinctions between detailed subcategories.
The accuracy score is defined as

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 + 𝐹𝑃 +𝑇𝑁 + 𝐹𝑁
(2)

5 Results
5.1 Sub task
In the sub task, we obtained the scores shown in Table 2. We used
three models "A", "B", and "C". Model "A" provides scores for six
labels, while models "B", and "C" each provide a score for one label.
In the final submission score, the Lymphadenopathy 𝐹2.0 score was
a taken from the model "B" score, and the Pleural 𝐹2.0 score was a
token from the model "C" score. As a result, we ranked eighth out
of 12 on the leaderboard of the RadNLP 2024 Shared task.

5.2 Main task
In the main task, we obtained the scores shown in Table 3. Our
final submission result which is listed on the leaderboard of the
RadNLP 2024 Shared Task, corresponds to the joint accuracy in the
fine score evaluation. We ranked 11th out of 16 on the leaderboard.

11https://huggingface.co/sometimesanotion/Lamarck-14B-v0.7
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Table 2: 𝐹2.0 scores of the sub task

Model name A B C Result
Inclusion 0.947 —– —– 0.947
Measure 0.735 —– —– 0.735
Extension 0.741 —– —– 0.741
Atelectasis 0.877 —– —– 0.877
Satellite 0.635 —– —– 0.635
Lymphadenopathy —– 0.927 —– 0.927
Pleural —– —– 0.905 0.905
Distant 0.786 —– —– 0.786

Table 3: Accuracy scores of the main task

Evaluation type Fine Coarse
Joint accuracy 0.296 0.482
T accuracy 0.457 0.642
N accuracy 0.864 0.864
M accuracy 0.778 0.815

Table 4: Comparison between Graph-RAG approach and
Long-Context approach in validation dataset

Approach Graph-RAG Long-Context
Evaluation type Fine Coarse Fine Coarse
Joint accuracy 0.500 0.667 0.273 0.527
T accuracy 0.611 0.796 0.473 0.746
N accuracy 0.907 0.907 0.764 0.764
M accuracy 0.852 0.889 0.782 0.837

6 Discussions
We discuss a valid effectiveness of our proposed method. In the
main task, we adopted the Graph-RAG using the graph which
includes information on the TMN classification and the relationship
between the TMN system and labels of the sub task. In the results,
we got nearly 0.3 accuracy score. However, it does not indicate the
validity of the Graph-RAG in the field of Medical NLP. Therefore,
we confirm that the Graph-RAG approach is better than another
approach which is called Long-Context in this task.

The Long-Context approach and the RAG approach are too sim-
ilar. The Graph-RAG provides additional information following the
graph but the Long-Context approach is a method providing the
LLM with all information at the same time.

Table 4 shows the comparison between the Graph-RAG and the
Long-Context in the validation datasets. Validation datasets are a
part of the datasets. The Table 4 shows that the Graph-RAG score is
higher than the Long-Context approach. Therefore, our Graph-RAG
is a better than normal Long-Context approach. We think that the
Graph-RAG is valid in predicting the structured system similar to
the TMN system.

7 Conclusions
In this paper, we proposed methods for the RadNLP 2024 shared
task. The sub task was a sentence-level classification task involving
the TMN system, defined by eight labels. We employed BERT-based

models, BioBERT and MedBERT, fine-tuned by the HuggingFace
pipeline. The main task was a report-level classification problem
targeting lung cancer staging according to the TMN system. To
address this, we propose a novel approach using the Graph-RAG for
predicting these labels. In the Graph-RAG approach, we successfully
integrated sub task results into the main task via a graph structure.

In the main task, we obtained the score predicted by the TMN
classification using our method. In the sub task, we obtained the
score predicted by the eight labels using our method. In the leader-
board of the RadNLP 2024 Shared Task, we ranked eighth out of
12 in the sub task and 11th out of 16 in the main task. In the dis-
cussion, we discuss a comparison between the Graph-RAG and the
Long-Context. It indicated that our Graph-RAG approach is better
than the normal Long-Context approach in this task.

In future work, we plan to further explore the method enhanced
to the LLM. The Graph-RAG approach also can provide reasons
for the LLMs. The medical AI is required to provide reasons to the
users. Therefore, we will explore the method for predicting the
TMN system and provide the reasons why LLM predicts one label.
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A Appendix
In the Appendix section, it shows the prompt for solving the main
task in our method. We use LangChain12 and define separate of the
prompts in the experiments. The main prompts section shows the
original prompts that we give to the LungChain. The TMN classifi-
cation definition prompts show the TMN classification definition
that we give to the LLM via the LungChain.

A.1 Main prompts
The Listing 1 shows the original prompts of the main task. In the
values of the prompts, it is replaced with the TMN classification def-
inition following the graph via the Graph-RAG by the LungChain.

There are some values in the main prompts:
• The "limitation_list" in the prompt is a value for teaching a
range of the answers to the LLM. For example, in the T label
classification phase, "limitation_list" is replaced by "T0, T1,
T2, T3, T4, Tis" by the LungChain.

• The "graph_text" in the prompt is replaced by the TMN
classification via the Graph-RAG by the LungCain.

• The "question" is also replaced the radiology reports for
input.

Listing 1: Prompt of the main task
Task : P l e a s e answer the qu e s t i o n r e f e r r i n g

to the p r e p r o c e s s below .

I n s t r u c t i o n s :
− P l e a s e only answer and do not r e p e a t

q u e s t i o n s or t a s k s t a t emen t s .
− P l e a s e ou tpu t on ly one o f " {

l i m i t a t i o n _ l i s t } " i n your answer .
− P l e a s e do not add any i n f o rma t i on o th e r

than what i s p rov ided .
− Do not i n c l u d e c o p i e s o f q u e s t i o n s or

e x p l a n a t i o n s in your ou tpu t .

p r e p r o c e s s : { g r aph_ t e x t }

i npu t : { q u e s t i o n }

qu e s t i o n :
Of the c l a s s i f i c a t i o n s d e f i n e d in p r ep ro ce s s

, what c a t e go ry does the da t a en t e r e d as
i npu t f a l l under ?

P l e a s e ou tpu t on ly the answer . P l e a s e do not
ou tpu t unnece s sa ry i n f o rma t i on .

You a re only ou t p u t t i n g one answer out o f " {
l i m i t a t i o n _ l i s t } " .

Answers such as " None " a r e not a c c ep t ed .

answer :

12https://www.langchain.com/
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A.2 TMN classification definition prompts
This section shows the definition of the TMN classification given
to the LLM via the Graph-RAG. The "T" label and the "M" label
have more detailed categories. So when LLM predicts the label of
the existing detail label, the LungChain is provides more detailed
definition following the Graph structure. The Listing 2 shows the
definition of the "T" classification and the Listing 3, the Listing 4
shows more detailed definition of the "T1" label and "T2" label. And
also, the Listing 5 shows the definition of the "M" classification, and
the Listing 6 shows more detailed definition of the "M1" label. the
Listing 7 shows the definition of the "N" classification.

Listing 2: Definition of the T classification
T0 : No pr imary tumor
T i s : carc inoma in s i t u : i n the c a s e o f lung

f i e l d type , the d i ame t e r o f the f u l l
component i s 0 cm and the d i ame t e r o f
the e n t i r e l e s i o n i s <= 3 cm .

T1 : Tumor d i ame t e r <= 3 cm , covered by lung
or v i s c e r a l p l eu ra , no b roncho s cop i c
ev i d ence o f c e n t r a l i n v a s i o n beyond the
l o b a r bronchus ( i . e . , not ex t end ing i n t o
the main bronchus )

T2 : The d i ame t e r o f the bronchus i s >3 cm
and <=5 cm , or the d i ame t e r o f the
bronchus i s <=3 cm , but e i t h e r o f the
f o l l ow i n g i s p r e s e n t :

− Invo lvement o f the main bronchus but not
the t r a c h e a l b i f u r c a t i o n

− Invo lvement o f the p l e u r a on the v i s c e r a l
s i d e

− P a r t i a l or t o t a l u n i l a t e r a l a t e l e c t a s i s or
o b s t r u c t i v e pneumonia ex t end ing to the

pulmonary hi lum .
T3 : F u l l d i ame t e r > 5 cm and <= 7 cm , or

f u l l d i ame t e r <= 5 cm but one o f the
f o l l ow i n g :

− D i r e c t invo lvement o f the l a t e r a l p l eu ra ,
c h e s t wa l l ( i n c l u d i n g s u p e r i o r s u l c u s
tumor ) , d i aph r agma t i c nerve , or
p e r i c a r d i um

− Di s con t i nuous p a r a n e o p l a s t i c nodu l e s in
the same l ob e

T4 : F u l l component >7 cm in d iameter , or
invo lvement o f the diaphragm ,
mediast inum , hear t , g r e a t v e s s e l s ,
t r a chea , r e c u r r e n t nerve , esophagus ,
v e r t e b r a l body , or t r a c h e a l b i f u r c a t i o n
o f any s i z e , or a nodule o f a secondary
tumor in a d i f f e r e n t lung l ob e on the
same s i d e .

Listing 3: Definition of the T1 classification
T1mi : Min ima l ly i n v a s i v e adenocarc inoma :

P a r t i a l l y enhanc ing type , d i ame t e r o f
the enhanc ing component <= 0 . 5 cm and
t o t a l l e s i o n d i ame t e r <= 3 cm

T1a : Diameter o f the s u b s t a n t i a l component
<= 1 cm and not e q u i v a l e n t to T i s or
T1mi

T1b : Diameter o f the f u l l component > 1 cm
and <= 2 cm

T1c : Diameter o f the f u l l component > 2 cm
and <= 3 cm

Listing 4: Definition of the T2 classification
T2a : d i ame t e r o f the s u b s t a n t i a l component >

3 cm and <= 4 cm
T2b : d i ame t e r o f the f u l l component > 4 cm

and <= 5 cm

Listing 5: Definition of the M classification
N0 : No r e g i o n a l lymph node me t a s t a s i s
N1 : Me t a s t a s i s to i p s i l a t e r a l p e r i b r o n c h i a l

and / or i p s i l a t e r a l h i l a r or
in t r apu lmonary lymph nodes , i n c l u d i n g
d i r e c t i n v a s i o n o f pr imary tumor

N2 : Me t a s t a s i s to i p s i l a t e r a l m e d i a s t i n a l
and / or s u b b r on ch i a l lymph nodes

N3 : Me t a s t a s e s to the c o n t r a l a t e r a l
mediast inum , c o n t r a l a t e r a l pulmonary
hilum , i p s i l a t e r a l or c o n t r a l a t e r a l
a n t e r i o r s c a l e n e muscle , or
s u p r a c l a v i c u l a r f o s s a lymph nodes

Listing 6: Definition of the M1 classification
M1a : P a r a n e o p l a s t i c nodule in c o n t r a l a t e r a l

lung , p l e u r a l or p e r i c a r d i a l nodule ,
ma l i gnan t p l e u r a l e f f u s i o n ( i p s i l a t e r a l
or c o n t r a l a t e r a l ) , ma l i gnan t p e r i c a r d i a l
e f f u s i o n

M1b : S i n g l e d i s t a n t m e t a s t a s i s t o one organ
o the r than lung

M1c : Mu l t i p l e d i s t a n t me t a s t a s e s to one or
more organs o the r than lung

Listing 7: Definition of the N classification
M0 : No d i s t a n t m e t a s t a s i s
M1 : D i s t a n t m e t a s t a s i s
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