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Introduction

e Lifelogging: passively collecting and storing personal daily

life data.

e MemoriEase system: An interactive system at the Lifelog

Search Challenge.

e Interactive with a conversational search user interface but
adapt to automatic search for Lifelog task at NTCIR.

e Three new points in this version:
o A comparison of BLIP2 and CLIP embedding models.
o Use LLM to rewrite query and compare with original query

(Concise query).

o Pseudo relevance feedback for image search vs free-text

search for Adhoc query.
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Figure 1: MemoriEase overall architecture

o A lifelog dataset of 725K images. We remove 120K images
of blurry or low-quality, and group images by events before
generating descriptions by BLIP2 model.

e Query is rewritten by ChatGPT (consice query).

o [ext2lmage search: Cosine similarity between image and
query embedding.

e Image2lmage search (pseudo relevance feedback). Use
query to retrieval top 3 images and embed them to vectors
to search.

e A RAG Approach for QA task: Classify the question type —
Retrieve relevant lifelog data — Prompt for GPT40 with

guestion and contexts — Response an answer.
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e LSAT. MemoriEase finds 83/249 relevance images in KIS
and 285 /1746 relevance images in Adhoc. BLIP combined
with CQ and text search brings the best performance.

e LQAT: 8 over 24 questions are solved.

KIS-LSAT MAP MRR NDCG R@5 R@20 R@100 P@5 P@20 R@100
CLIP-Q 0.2000 0.4274 0.3279 0.1910 0.4357 0.4940 ' 0.2000 0.1346 0.0638
BLIP-Q 0.2702 0.5242 0.4287 0.2822 0.5035 0.6349 0.2462 0.1462 0.0554
BLIP-CQ 0.2709 0.3425 0.3785 0.2698 0.2847 0.6348 0.2000 0.1192 0.0554
Adhoc-LSAT MAP MRR NDCG R@5 R@w20 R@100 P@5 P@20 R@100
CLIP-Q-NoRF 0.0673 0.4391 0.1823 0.0150 0.1223 0.2426 0.2615 0.2462 0.2100
BLIP-Q-RF 0.0754 | 0.2827 0.1398 0.0136 0.0382 ' 0.1320 0.2462 0.2358 0.2200
BLIP-Q-NoRF 0.1661 | 0.4616 0.3058 ' 0.0550 |0.1518 '0.3802 0.3692 0.2923 0.1815
BLIP-CQ-NoRF 1 0.1805 |0.6806 0.3528 0.0598 0.1670 0.4406 0.4308 0.3423 0.2192

Legend: CLIP/BLIP: Embedding model. Q/CQ: Original query vs LLM-rewritten concise query.

NoRF-RF: Text search vs Image search with pseudo relevance feedback.

Table 1: Result on KIS and Adhoc queries in LSAT sub-task.
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Figure 2a: Adhoc-query Figure 2b: KIS query
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Figure 3: MemoriEase system solved a QA topic in LQAT sub-task

Conclusion

e MemoriEase shows good performance in the LSAT sub-task
and average performance in the LQAT sub-task.

e BLIP is better than CLIP model in encoding lifelog images

e LLM-rewritten queries are useful for Adhoc queries but not
KIS queries.

e Pseudo relevance feedback with image search for Ad-hoc is
not good. It needs human involvement.

e QA task is challenging for LLM.
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