
• Lifelogging  holds significant research value as it 

enables continuous, objective recording and 

analysis of human behavior and physiological states 

in real-world setting. 

• The large scale of lifelog data stimulates the 

demand for retrieval of specific life episodes, 

facilitates deeper comprehension of human 

cognitive patterns, and supports the derivation of 

individualized behavioral inferences. However, it is 

usually difficult to retrieve specific life episodes 

such as "I am watching  a football match in a bar" 

from large-scale lifelog data of uneven quality.
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• Incorporating event-based candidate expansion 

and MLLM posterior filtering techniques further 

enhances the system’s precision of retrieval 

outcomes. 

• CLIP as a lightweight contrastive learning-based 

model, exhibits limitations in fine-grained visual-

semantic understanding, leading to suboptimal 

performance on such complex queries.

•  For further enhancement, we would like to 

improve the multi-modal embedding model for 

better fine-grained understanding of text and 

images.

Our methods in each submission: 

The performance of LifeIR submissions:

· Data cleaning and query rewriting

    - to solve image blurring and query intent specificity

· CLIP-based retrieval  

  - to address data heterogeneity
· Event-based candidate set extension

  - to leverage the temporal connections existing in lifelog data

· MLLM-based posterior filtering

     - to further improve the matching between lifelog data and 
specific queries

• Retrieval for relevant images across 26 topics (13 

adhoc topics and 13 known-item topics) in the 

LSAT task

• Ultimately five valid submissions (excluding 

duplicate LSAT02/LSAT07)

This demonstrates that incorporating event-based 

candidate expansion and MLLM posterior filtering 

further enhances the system’s precision of retrieval 

outcomes.
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