
Incorporating both descriptions and narrative fields further improves embedding performance by enriching contextual 
information, while sometimes introducing noise in keyword-based methods. Enhancing query representations through entity 
highlighting consistently boosts retrieval effectiveness, with the best configuration achieving mAP 0.2075 and Recall@100 
of 0.5002. 
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Methodology

Experiments and Results 

This paper focusing on automatic searching methods for finding distinct life moments. Our experiments explore 
and compare different retrieval strategies, including keyword matching-based search combined with embedding 
extraction, vector embedding-based semantic search using a multimodal model, and hybrid methods that take 
advantage of both approaches. Our proposed method improved retrieval accuracy by directing the model's 
attention to key query terms while prioritizing semantic relevance and the presence of requested entities in the 
retrieved moments. Experimental results demonstrated that the best-performing method relies on embeddings 
incorporating extended descriptions and highlighted keywords. Conversely, the hybrid methods in our 
experiments have less effective results, likely due to limitations in the keyword-matching search algorithm. This 
work's findings underscore the richer descriptive entities within queries to enhance the retrieval of life moments, 
ensuring a focus on core semantic and visual elements.

Keyword-based retrieval matches query terms with metadata, 
excelling at named entities and explicit concepts. However, it 
struggles with abstract or vague queries due to vocabulary 
limitations.

Semantic retrieval (e.g., using CLIP) embeds queries and images 
into a shared latent space, enabling broader concept matching 
beyond exact words. Yet, it may miss specific constraints like time or 
named entities.

Hybrid Approaches

To leverage the strengths of both methods, 
we explore two hybrid strategies:

Precision-Oriented (Consensus): Retrieve only 
items found by both keyword and semantic 
methods

Recall-Oriented (Filter-Rerank): Use keyword 
search to shortlist candidates, then rerank by 
semantic similarity

Enhancing Semantic Search with 
Entity Emphasis

We improve query embeddings by appending key entities to 
the query before encoding. This simple tweak makes the 
model focus more on critical concepts, improving alignment 
with user intent during vector search.

Although the semantic search pipeline remains unchanged, this 
simple modification encourages the embedding model to assign 
greater weight to salient terms. By explicitly repeating key concepts, 
the model is guided to attend more strongly to the most informative 
parts of the query, resulting in a vector that better reflects the user’s 
search intent. After this enhancement step, the nearest-neighbour 
search proceeds as usual, using the modified query vector. 

In contrast, hybrid methods that combine 
keyword and vector approaches underperform 
due to the weak keyword component filtering out 
relevant results, highlighting the importance of 
strong individual components in hybrid 
strategies.


