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  Introduction

Email: suhuixue@ruc.edu.cn

Retrieval Pipeline
Sparse Retrieval
Two classic sparse retrieval algorithms, BM25 and QLD. 
Three types of query, Q/D/QD-queries.

Neural Reranking
Classic: MonoBERT, MonoT5
New: Qwen2 Reranker, BGE Reranker

Result Aggregation
Reciprocal Rank Fusion (RRF)

We participated in the NTCIR-18 Fairweb-2 Task.
For the Web Search (WS) Subtask, we utilize several 

different reranking models in all 5 submitted runs including 
classic ones like MonoBERT and MonoT5 and emerging 
ones like Qwen2 reranker and BGE reranker.

The official results indicate that our approaches achieve 
promising results on all relevance and fairness metrics.

We participate in the NTCIR-18 FairWeb-2 task and 
submit 5 runs using various methods.

We achieve second place in all metrics.
Our results indicate that the relevance and fairness 

are complementary to each other to some extent. 
Improving relevance can also have some positive 
impact on fairness at the same time.

 Conclusions

  Our Methods

Run 1: Qwen2-reranker-1.5B
We employ Qwen2-reranker-1.5B, which leverages Qwen-

1.5B as backbone and cross-encoder architecture, in order to 
better capture intricate semantic interactions.

Rerank all retrieved documents of the QD types of queries 
from sparse retrieval, 2 features in total.

Our methods achieve promising results on all 
relevance metrics and fairness metrics.
Among all our runs through all topics, REV performs the best.
Comparison between Run1 and Run2 shows that BGE better 

boosts relevance performance and balanced entity attributes.
Run 4 and Run 5 form the top cluster, which likely benefits 

from complementary strengths across models.

 Results and Analysis
Table 1: The official relevance evaluation of our runs. 

Run 2: BGE-reranker-v2-gemma
We employ BGE-reranker-v2-gemma, which is a core 

component of the BAAI General Embedding (BGE) series 
and is designated as a cross-encoder to directly assess the 
relevance of query-document pairs.

Rerank all retrieved documents of the QD types of queries 
from sparse retrieval, 2 features in total.

Run 4 & Run 5: Fusion of Reranking Results
 qwen2-reranker-1.5B,

bge-reranker-v2-gemma, bge-reranker-v2-m3,
monobert-large-msmarco, monot5-3b-msmarco-10k

Run 4: Former 3 models with QD, 6 features in total.
Run 5: All 5 models with Q/D/QD, 30 features in total.

Table 2: The official fairness evaluation over the R topics of our runs. 

Table 3: The official fairness evaluation over the M topics of our runs. 

Table 4: The official fairness evaluation over the Y topics of our runs. 

Run 3: Also BGE-reranker-v2-gemma
Rerank all retrieved documents of the Q/D/QD types of 

queries from sparse retrieval, 6 features in total.

Revived Run: PM2 & xQuAD
We attempt two different ways of estimating attribute scores 

of each candidate document, including extracting possible 
entities and obtaining attribute information through web 
crawlers, and simply approximating attribute distribution 
through proportions of related term appeared in documents.

We try two search result diversification algorithms, PM2 and 
xQuAD, to balance both relevance and fairness factors.


