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Search for a single table that contains
Answer

Annual Securities Report

- Text describing the financial situation and
performance of the company

- Many taxonomies (element names and related

information thatanswers the question text
from multiple tables contained in the
securities report.

information) assigned to XBRL for information Table QA(TQA)

retrieval are not assigned. Task to discover cells containing answers and 29000000
- Search methods that do notrely on tags are extract values using question text

required.

[TR]Overview of Proposed Method [TQA] Issues in Table Structure Parsing with LLMs

1. Rule based preprocessing for tables
- Apply rules to all tables.
- AllHTML tables are translated to Flat Text

2.Section Classification model
- Securities Report has a defined section

U4 tables have complex structures.

Excessive <style> tags can exceed LLM input limits.
Apply Rules

Models like GPT-40 aren't optimized for Japanese and struggle with comp any-specific terms.

.

Converting tables to text loses column structure.

tructure.
_ Zr::at:;emodel to predict which section . + Table-specific models like TAPAS require Japanese pretraining and aren't easy to use out of the box.

contains the answer table. — N ‘

. R Section
3.Reduce Candidate table using P Classifiation Section
H model 5
Embedding Model ) Do LLMs Struggle with Text-Formatted Tables?

- Obtain Embeddings of tables and questions Fiter

using intfloat/multilingual-e5-small.

- Calculate cosine-similarity between question Embedding Same Section
and tableand sort them in ascending order. P = Tables A] Overview of Proposed Method
- Leave tables with up to 100 entries per - cosine-similarity
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4.Reranking tables using Rerank Model | Top 100th Tables Below 1 Preprocessing of U4 Documents e T ami
- Reranking tables using c/-nagoya/ruri-small. 100th Since the location of the table is known in advance, e I L

- Leave tables with up to 50 entries per questio * only thetable is used — the rest of thedocumentis 3 imnazmsszmoam

5.Binary Classification with BERT model. ignored. = e

P Rerank Model

Input/Output/Model
Input: Question and Table
Output: Score of each IabeI(O"‘l)

* Merged cells are resolved using HTML rowspan and
colspan attributes through rule-based processing to
standardize rows and columns.

Rerank

Top 50th Tables| Below 50th

Model: citohoku/b P hole-word-masking == = s
Training Train: Sampled 5 tables + mswer table 2. Extraction of Cell ID -
- The table of correct answers was labeled with a Predict: All Tables = = : o
positive. * A binary classifier determines whether each row or —]
- A maximum of five tables sampled from column is relevant to the question. 1. Preprocessing
i i Binary Classification Model
Rerank results were labeled with a negative. v * The cell atthe intersection of the most relevant row i
- Create binary classification models that fine- sorth el and column is selected as the answer. — I .
X ort by Positive labe [ Wes | wewas | wamas | acax [wimesn
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Predlctmg classification s core Model: g jversity/deberta-v3 Jarg A - .
Input question and table. ) No.1 Other tables PP VR DU D
- Calculate Score and sort tables by it. Table — 1/O Example
- Determine thetop score table as answer table == = s
o s | o
for the question. (85— OBOEN? | N [\ _(eore009 m -
W oesenas K
. . . . . . IZ;?‘M‘\:GJ&S.H!NV)%?(& 100 #) * J N Irrelevant L2 (- o e d L R
[TR]Variations of the binary classification model TR RR e
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2. Extraction of Cell ID
A 4

Input Classification Layers 3. Normalizing Values in Table Cells =
1. Input individual text and concatenate [CLS] Vector. 1 Use single Linear layer (input->2) « The question text is not used. Rowas | wawes |aows ] |wsesen
) T = / =
[CIS]Question * T5is alightweight model compared to /
Vquestion Veabte. . LLMs and can be easily tested. s wsm | sy nu
BT e Linear o /s
[CIS]Table Model: retrieva-jp/t5-large-long ase ] [ [
1/0 Example o =
2 Inpuk combined text and use[ Q] verto 2. Use three LinearLayers EAL BV Benorou /
combin and use vector . . . N r r 1
e (inout dim > input //2 > input //4 > 2) ARV« + AARRER = 197 + 2068 1 { Sxmmononn waJun ] fla [om
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Question R a - ssemoons 3. Normalizing Values in Table Cells

he PERT ~( o )

al

Li enotes aminus (negative) sign.
— * Refer to' (B 73M)', meaning the unitis million yen.
[TRIResults and Considerations, Future Prospects TQA] Results and Consideratio uture Prospects
Results and Considerations Future Prospects Results and Considerations Future Prospects
Table 1:A ccuracy of Each Binary Classification Model « Achieved higheraccuracy than the * Many errors wereobserved in tables with

[ | yern | taer2 | - Roomforimprovement because the rules baseline method using LLMs. nested structures.

for preprocessing tablesare based onthe
03108 08626 author's subjective view « Cell ID identification exceed ed 90% * Accuracy dropped due to cellvalue
0.8542 0.9056 - Since the questions in the dataset are accuracy. normalization.

based on atemplate, the participantsare

- BERT could interpreCombined text input required tolearn with questions that * Achieved with less resource consumption
and three linear layersis the best accuracy. . . . compared to LLMs.
N S contain a variety of expressions for actual
- tthe question and table combinationas operation able 2:Com ofProposed and Baseline Method Accuracie:
N y Va 3
context. " - Methods that incorporate external CellID | Cell Value
- The [CLS] vector may have very non-linear . . . Proposed method 0.9271 0.8849
o N information from the table are required. AT
classification boundaries ) ) gpt-40-2024005-13 - 0.6475 Py
- Comparison with methodssuchas b
- Incorrect answers were observed for I N gpt-3.5-turbo-0125 - 0.3493
b classification by different BERT models, e -
questions where the correct answer wasa N e gemini-1.5-pro-001 0.5744 y
R N classical classification methods, and the — 2
table of large size and complexity, and for latest LLM methods with LoRA tuning is gemini-1.5-flash-001 - 0.4898 sze8
questions requiring information extemal eded claude-3-opus-20240229 - 0.7471 Py
tothe table. neede claude-3-haiku-20240307 | - 03209 xieosase
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