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About TR and TQA Tasks

[TR]Overview of Proposed Method 

1. Rule based preprocessing for tables
- Apply rules to all tables.
- All HTML tables are translated to Flat Text

2. Section Classificat ion model
- Securities  Report has  a defined section 

structure.
- Create a model to predict which section 

contains the answer table.

3. Reduce Candidate table using 
      Embedding Model
- Obtain Embeddings  of tables  and questions 

using intfloat/multilingual-e5-small.
- Calculate cosine-similarity between question 

and table and sort them in ascending order.
- Leave tables with up to 100 entries per 

question.

4. Reranking tables using Rerank Model 
- Reranking tables using cl-nagoya/ruri-small.
- Leave tables with up to 50 entries per question

5. B inary Classification with BERT model. 
Input/Output/Model
Input: Question and Table
Output: Score of each label(0~1)
Model: cl-tohoku/bert-base-japanese-whole-word-masking

Training
- The table of correct answers  was labeled with a 

pos itive.
- A maximum of  five tables  sampled from 

Rerank results were labeled with a negative.
- Create binary classification models that fine-

tunes the BERT model.

Predicting
- Input question and table.
- Calculate Score and sort tables by it.
- Determine the top score table as answer table 

for the question.

Annual Securities Report
- Text describing the financial situation and 

performance of the company
- Many taxonomies (element names and related 

information) assigned to XBRL for information 
retrieval are not assigned.

- Search methods that do not rely on tags are 
required.

[TR]Variations of the binary classification model

[TR]Results and Considerations,Future Prospects
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1. Input individual text and concatenate [CLS] Vector.

2. Input combined text and use [CLS] vector

1. Use single Linear Layer (input→ 2)

2. Use three Linear Layers 
(input dim → input //2 → input // 4 → 2)

Layer-1 Layer-2

Input-1 0.3108 0.8626

Input-2 0.8542 0.9056

Results and Considerations Future Prospects

- BERT could interpreCombined text  input 

and three linear lay ers is the best acc urac y.  
- t  the quest ion and table combination as 

context.

- The [CLS] vector may hav e very  non-linear 

classif ication boundaries

- Incorrec t answers were observed for 
quest ions where the correc t answer was a 

table of large size and complexity, and f or 

questions requiring information external 

to the table.

- Room for improvement because the rules 

for preproc essing tables are based on the 
author's subject ive v iew

- Since the quest ions in the dataset are 

based on a template, the part icipants are 

required to learn with questions that 

contain a variety of expressions for actual 
operation.

- Methods that incorporate external 

information from the table are required.

- Comparison with methods such as 

classif ication by dif ferent BERT models, 
classical classification methods, and the 

latest  LLM  methods with LoRA tuning is 

needed
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Table Retrieval(TR)
Search for a single table that contains 
information that answers the question text 
from multiple tables contained in the 
securities report.

Table QA(TQA)
Task to discover cells containing answers and 
extract values using question text

Securities
Report

大和ハウス工業株式会社の2020年度時点のOrdinarySh ar eMemberにおける
「所有株式数（単元）ーその他の法人は？」

Table
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&
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[TQA] Issues in Table Structure Parsing with LLMs

• U4 tables have complex structures.

• Excessive <style> tags can exceed LLM input limits.

• Models like GPT-4o aren't optimized for Japanese and struggle with company-specific terms.

• Converting tables to text loses column structure.

• Table-specific models like TAPAS require Japanese pretraining and aren't easy to use out of the box.

Do LLMs Struggle with Text-Formatted Tables?

[TQA] Results and Considerations,Future Prospects

Results and Considerations Future Prospects

• Achieved higher accuracy than the 
baseline method us ing LLMs.

• Cell ID identification exceeded 90% 
accuracy.

• Achieved with less resource consumption 
compared to LLMs.

• Many errors were observed in tables with 
nested structures.

• Accuracy dropped due to cell value 
normalization.

[TQA] Overview of Proposed Method 

1. Preprocessing of U 4 Documents

2. Extraction of Cell ID

3. N ormalizing Values in Table Cells

Related Work: IBM/row-column-intersect ion
Model: globis-university/deberta-v3-japanese-large

• The question text is not used.

• T5 is a lightweight model compared to 
LLMs and can be easily tested.

Model: retrieva-jp/t5-large-long

• Since the location of the table is known in advance, 
only the table is used — the rest of the document is 
ignored.

• Merged cells are resolved using HTML rowspan and 

colspan attributes through rule-based processing to 
standardize rows and columns.

• A binary classifier determines whether each row or 
column is relevant to the question.

• The cell at the intersection of the most relevant row 
and column is selected as the answer.

大和ハウス工業株式会社の2020年度時点の
OrdinaryShareMemberにおける「所有株式数

（単元）ーその他の法人は？」

区分＊株式の状況（１単元の株式数 100 株）＊
＊＊＊＊＊＊＊単元未満株式の状況（株）

DeBerta V3

Relevant

（Score：0.03）

Irrelevant

（Score：0.97）

1. Preprocessing

2. Extraction of Cell ID

Answer:    -29000000
• '△' denotes a minus (negative) sign.
• Refer to '(百万円)', meaning the unit is million yen.

3. Normalizing Values in Table Cells

I/O Example

I/O Example

パーク二四株式会社（定款上の商号 パーク２４株式会社）
の2021年時点の連結決算のShareho ldersEquityM emberに
おける「会計方針の変更による累積的影響額」は？

In Englis h:
What is th e cumu lat ive ef fect  of ch an ges  in account ing policy 

und er Shareho ldersEquityM ember in th e consolidated  
financial st at ements  of パーク二四株式会社

Table 1: A ccurac y of  Each Bina ry Cla ssif ica tion Model

Table  2: Compa rison of Proposed a nd Baseline Method Accura cies

-29000000
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