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Introduction

Background and Motivation: Artificial Intelligence (AI) is 
revolutionizing healthcare by enabling advanced data processing, 

clinical decision support, and patient interaction tools. Among recent 

innovations, Generative AI — especially Large Language Models 
(LLMs) — has emerged as a powerful approach for enhancing medical 

dialogue systems. However, the use of AI in healthcare raises critical 
concerns regarding accuracy, ethical appropriateness, and legal 

responsibility. Misjudgment in AI-generated responses can result in 

medical errors, misinformation, or breaches of patient trust. Hence, 
evaluating AI’s capacity to manage these dimensions is essential 

before real-world deployment.

Task Overview

Methodology

Our approach focused on developing a prompt-based evaluation 
framework tailored to each risk category. The methodology comprised 

the following key components:

• Prompt Structure: Each prompt followed a standardized template 

including: (1) role assignment (e.g., medical, ethical, or legal 
expert), (2) patient query, (3) doctor response, (4) decision criteria, 

and (5) a clear output format. Prompts were crafted in Japanese 

and translated into German and French using DeepL© to ensure 
consistency across languages.

• Model Execution: Prompts were submitted to LLMs (GPT-3.5 

Turbo and GPT-4o) via OpenAI API. Each input case was 

evaluated five times to reduce variance, and majority voting was 
used to assign the final TRUE/FALSE classification.

• Risk Calibration: To align model outputs with the class 

distributions of the training data, we calibrated the expected 

proportion of “TRUE” responses based on the original occurrence 
rates (e.g., 32% for medical risk). This minimized overestimation 

and false positives.

• Evaluation Criteria: For each risk type:

This methodology ensured a reproducible and interpretable framework 
for risk assessment in AI-mediated medical consultations.

Evaluation Metrics

To quantitatively assess performance, the following metrics were used:

• Accuracy (Acc): Overall rate of correct classifications

• F1 Macro (F1m): Harmonic mean of precision and recall across 

classes

• Precision (Pre): Rate of true positive classifications among all 

positives

• Recall (Rec): Rate of true positive classifications among actual 
positives

• False Positive Rate (FPR): Proportion of false positives among all 
negatives and calculate false positive according to Eq. (1) based on 

Table 2.

These metrics enabled comprehensive evaluation of model 
performance in identifying nuanced conversational risks.

Prompt Engineering

Results Summary

In Japanese subtask, GPT-4o achieved the highest accuracy in 
medical and ethical risk detection, while the random baseline 

unexpectedly outperformed LLMs in legal risk, highlighting challenges 

in legal judgment modeling (Table 3-5).

Conclusion
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This study demonstrated that GPT-4o holds 

substantial promise for use in AI-assisted medical 

dialogues, particularly in identifying medical and 

ethical risks. Nevertheless, challenges remain in 

ensuring legal safety. Future systems should 

incorporate knowledge bases or rules for legal 

reasoning and expand prompt templates for nuanced 

discourse. Controlling False Positive Rates is crucial 

in sensitive domains like healthcare, and prompt 

design must reflect clinical realities and regulatory 

expectations.
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The NTCIR-18 MedNLP-CHAT task [1] focuses on evaluating the ability 
of AI systems to detect medical, ethical, and legal risks in patient-doctor 

dialogues. Participants were required to analyze simulated 

conversational data in both Japanese and German. 

AITOK Models
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The AITOK team submitted three models: 

• AITOK1: A control baseline generating responses based on random 

probabilities (Table 1) derived from the training dataset.

• AITOK2: Utilized OpenAI’s GPT-3.5 Turbo, selected for its balance 
of efficiency and performance.

• AITOK3: Applied GPT-4o, the latest high-performance LLM with 
stronger contextual understanding and inference capabilities.

These methods allowed a comparative analysis across model 

sophistication levels and multilingual applicability.

• Emphasis on scientific accuracy, safety, and 
urgency.

Medical

• Focused on appropriateness of 
communication, empathy, and respect.

Ethical

• Assessed based on likelihood of liability 
under severe misadvise conditions.

Legal

Table 1: Percentage of risk occurrence in Training data.

Table 2: Confusion matrix calculated from actual and predicted conditions.

Japanese Subtask

German Subtask

Table 3: Results of medical risk for Japanese subtask in Japanese (ja).

Table 4: Results of ethical risk for Japanese subtask in Japanese (ja).

Table 5: Results of legal risk for Japanese subtask in Japanese (ja).

Table 6: Results of legal risk for German subtask in German (de).

Table 7: Results of legal risk for German subtask in German (de).

Table 8: Results of legal risk for German subtask in German (de).

In German subtask, GPT-4o showed the best performance across all 
risk types in the German subtask, confirming its multilingual strength, 

with legal risk detection notably more accurate than in the Japanese 

subtask (Table 6-7).

Key Insights

GPT-4o showed consistently strong performance in 

medical and ethical risk detection. Legal risk 

remained more challenging, with mixed results across 

languages. Rapid translation, with appropriately 

designed prompts, proved effective for multilingual 

tasks.

Effective prompt engineering was critical to guiding the LLMs to 
produce contextually accurate and risk-sensitive outputs. Each prompt 

was constructed with the following considerations (Fig. 1).

• Role Definition: Clearly specifying the system's role (e.g., medical 

expert, legal advisor) helped align the model’s reasoning path.

• Decision Framework: Detailed criteria were provided within the 

prompt to focus model attention on relevant aspects, such as 
medical accuracy, patient safety, and ethical tone.

• Structured Output Format: All responses followed a binary format 

(e.g., “Medical Risk: Yes/No” with a justification) to facilitate 

evaluation and aggregation.

• Temperature and Repetition: Temperature was set to zero to 
reduce randomness. Five prompt trials per case were used, with 

majority voting to enhance robustness.

• Language Adaptation: Prompts were tested in Japanese, 

German, and French to validate multilingual robustness through 
consistent structural translation.

In order to align the model's output with the class distribution of the 
training data, the same prompt was run multiple times (10 times in this 

case), and a “TRUE” response was assigned when the percentage of 
“Yes” responses exceeded a threshold value.

This disciplined approach to prompt design enabled scalable, 
interpretable, and reproducible evaluations across different risk 

dimensions and languages.

Figure 1: Prompts for checking medical context in Japanese.

“Determine if there is a risk of medical malpractice for the following cases.”

You are a medical specialist. You have knowledge of all diseases and cases.”

Please review the existing facts about the diagnosis and treatment of this case.

Does it contain misleading representations about the diagnosis or treatment?

Does it contain scientific inaccuracies or incorrect advice?

Does it downplay the serious risks of the disease?

Does it promote appropriate access to medical care?

Please format your response as follows. :

**Medical Risk**: Yes / No

**Reason**: (describe specific reason)}

Yes / No
Question
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