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‘A’ size poster (Even though it is currently setup for A0, we are able 

to scale this to fit any ‘A’ size A0,A1,A2 etc.). 

It is initially designed as a four column poster (although this can be 

altered – see Modifying instructions below) and includes the 

University Logo, Faculty Name and Faculty web address.

The template should help design a well laid out scientific poster and 

will hopefully help to save you time by not having to start from 

scratch.

The template has all the elements you need to create your poster, 

and by simply dragging and dropping the individual poster elements 

you can quickly and simply create a well laid out poster.

If you have any questions regarding the templates, or if you want to 

get your poster printed by us please contact :

PhotoGraphics Unit on Tel: 0161 275 5258 or 

Email: photographics.lifesciences@manchester.ac.uk

Modifying the Poster Layout

This PowerPoint template has three different column layouts. To 

change to one of the different layouts, Right-click your mouse on the 

background (not on the columns or Title Bar) and click on “Layout” 

to see the different layout options. 

The columns in the provided layouts are fixed and cannot be moved but advanced users can modify 

any layout by going to VIEW and then SLIDE MASTER.

Using the placeholders

To add text to this template click inside a placeholder and type in or 

paste your text. To move a placeholder, click on it once (to select it), 

place your cursor on its frame and your cursor will change to the 

symbol of your ‘mouse pointer on a cross’. 

You can then, click once and drag it to its new location where you 

can resize it as needed. 

Additional placeholders for Titles, Text and Images can be found on 

the right hand instruction column of this template.

Viewing your poster

This Template has been designed at A0 size. If you view the 

template at 100% (to zoom in and out go to the VIEW menu and 

click on ZOOM to set your preferred magnification), it will give you 

an idea as to how the text and graphics will look when printed at A0 

size. 

Removing Template Elements

To remove any of the Sub-Title Bars and  text boxes that are already 

on the template and that you don’t need, just select the with the 

mouse and press the delete key.

Importing Text and Graphics from External 

Sources

Text: Paste or type your text into a pre-existing placeholder or drag 

in a new placeholder from the left side of the template. Move it 

anywhere as needed.

Photos/Images: Drag in a picture placeholder, size it first, click in it 

and insert a photo from the menu.

Tables: You can copy and paste a table from an external document 

onto this poster template. To adjust  the way the text fits within the 

cells of a table that has been pasted, right-click on the table, click 

FORMAT SHAPE  then click on TEXT BOX and change the 

INTERNAL MARGIN values to 0.25

Graphs: You should save graphs as image files such as jpeg, in the 

programme that you created them in e.g. excel, and then insert 

them into the poster using the Photo/Images instruction above. 
(Don’t copy and paste you graph from the programme e.g. Excel directly 

into the template as the graph may not print properly)

Poster Elements

Use the sections provided below to add new elements to your 

poster: Drag a placeholder onto the poster area, size it, and click in 

it to edit.

Sub-Heading placeholder

Move this sub-heading placeholder onto the poster to add another 

sub-heading. Use section headers to separate the sections and 

topics on your poster. 

Text placeholder

Move this preformatted text placeholder to the poster to add a new 

body of text.

Picture placeholder

Move this graphic placeholder onto your poster, size it first, and then 

click it to add a picture to the poster.
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• Lung cancer staging is crucial for guiding treatment decisions and 

predicting patient outcomes.

• Accurate staging is critical, as errors can lead to inappropriate 

treatment plans, impacting survival and quality of care.

• The RadNLP 2024 shared task at NTCIR-18 addresses this by 

encouraging the development of NLP techniques for automatically 

classifying lung cancer stages (T: Tumour size, N: Node involvement, 

M: Metastasis) from radiology reports.[1]

• Key challenges include the variability of clinical language, limited 

dataset size, and significant class imbalance across TNM stages. 

These factors hinder effective model generalization and fair evaluation 

across all classes.

• This work describes the UoM team's approach, tackling limited data 

and class imbalance through data augmentation and stratification.

• The focus is on improving generalization and ensuring balanced 

evaluation across all TNM stages.
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Methods

• We explored automated classification of lung cancer TNM stages using 

RadBERT, focusing on addressing data scarcity and class imbalance via 

stratified sampling and data augmentation.

• Back-translation improved data diversity and validation accuracy; 5-fold cross-

validation provided more reliable performance estimates on augmented data.

• Despite these improvements, the model showed poor generalization to the test 

set (joint accuracy: 96.3% on validation vs. 12.35% on test).

• This highlights challenges in building models that generalize well with domain-

specific language variability and limited data, suggesting overfitting.

Conclusion
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Our methodology (Figure 1) involved dataset preparation, data 

augmentation, and model selection/training.

Figure 1: Process Flow for our method for T, N, M prediction

Dataset : The task dataset comprised 162 radiology reports (108 training, 

54 validation) with TNM labels. Initial analysis revealed significant class 

imbalance, and some labels absent in either training or validation splits. 

Table 1 shows the original data distribution for the 3 classes

Train Valid Train Valid Train Valid

T N M

T0 3 1 N0 41 26 M10 74 27

Tis 0 8 N1 13 3 M1a 0 9

T1mi 0 1 N2 45 20 M1b 14 0

T1b 9 0 N3 9 5 M1c 20 18

T1c 8 8

T2a 20 9

T2b 19 6

T3 18 3

T4 31 18

Table 1:Original Data Distribution for T, N, and M Classes

To mitigate imbalance, we applied stratification, selecting a 20% level based 

on the T class, as it provided the best balance for model performance and 

validation set size. Stratification by T also improved N and M class 

distribution. 

Table 2 shows the data distribution for T, N, and M classes after a 20% 

Stratification using T staging 

Train Valid Train Valid Train Valid

T N M

T0 3 1 N0 51 16 M10 78 23

Tis 6 2 N1 14 2 M1a 7 2

T1mi 1 0 N2 53 12 M1b 13 1

T1b 7 2 N3 12 2 M1c 32 6

T1c 13 3

T2a 24 5

T2b 20 5

T3 17 4

T4 39 10

Table 2: Data Distribution for T, N, and M classes after a 20% Stratification using T staging

While stratification of the original validation set could introduce data leakage, ensuring 

representation of all classes in both sets was deemed more critical for our small, 

imbalanced dataset

Data Augmentation : To address the small dataset, we used back-translation (English -

> French/German -> English) to increase training data from 130 to 390 instances. This 

technique introduces textual variation while preserving core meaning and ensuring 

TNM stage information remained unchanged.

The aim was to improve model generalizability and reduce overfitting

Model Selection and Training : We utilized RadBERT, a transformer model pre-trained 

on 4,056,227 radiology reports. Its pre-training on radiology reports makes it well-

suited for this task. The model is available via Hugging Face. We fine-tuned three 

separate RadBERT models for T, N, and M stages on the augmented training data 

using the Transformers library in Python

Experiments and Results

Validation(Bes
poke)
(No 
Augmentation

Validation
(Bespoke)
(K-Fold =5)

Validation(Ta
sk)

Test(Task

Joint Accuracy(Fine) - - 0.9630 0.1235

T Accuracy(Fine) 0.3939 0.9405 1.0000 0.3333

N Accuracy(Fine) 0.6061 0.9881 0.9815 0.5926

M Accuracy(Fine) 0.8788 1.0000 0.9815 0.6914

Joint Accuracy(Coarse) - - 0.9630 0.2593

T Accuracy(Coarse) 0.4242 0.9762 1.0000 0.4444

N Accuracy(Coarse) 0.6061 0.9881 0.9815 0.5926

M Accuracy(Coarse) 0.9091 1.0000 0.9815 0.7901

5-Fold Cross-Validation provided a more robust performance estimate on augmented 

data, reducing variance but there was a substantial performance drop from validation 

to test set, indicating poor generalization.

Performance was evaluated using fine-grained accuracy (exact TNM stage match, 

e.g., T2a vs. T2) and coarse-grained accuracy (broader categories, e.g., T2). 

Joint accuracy: proportion of reports with all three TNM stages predicted correctly.
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