The TMUNLPGS3 team participated in the Lung Cancer Staging main task and Multi-label Sentence Classification subtask of the
NTCIR-18 RadNLP Task. This paper illustrates our approach to address the challenges and discusses the official results. We tackled
Lung Cancer TNM Staging maintask to highest among all participants in the English track by adopting LLM and Few-Shot prompt
engineering. Our solution also performed excellently in the Multi-label Sentence Classification subtask.

The TNM Classification of Malignant Tumors provides a globally standardized system for describing and categorizing the anatomical
extent of cancer spread. This system has become a cornerstone for cancer staging worldwide. The NTCIR-18 RadNLP 2024 task
aims to automate the staging of cancer from radiological reports. Our team has proposed a novel approach using large language
models, combined with few-shot tuning, to significantly enhance the automation of lung cancer TNM staging.
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Table 1: The result of Main Task in Private Leaderboard
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Table 2: The result of Sub Task in Private Leaderboard
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System Il Implements a robust multi-model approach for TNM

staging classification using DSPy framework

e _everages GPT-40 and Gemini-2 models in an alternating
pattern. Generates multiple independent assessments by
alternating between language models.
- Uses prompts embodying skilled radiologist and oncologist

roles

- Follows IASLC 8th edition lung cancer staging guidelines

e Core architecture simulates a panel of medical experts
analyzing radiology reports and make final decision by GPT-40

e Optimized using MIPROV2 for fine-tuned performance

For Multi-label Sentence Classification:

e Features specialized prompt design for Multi-label Sentence
Classification

¢ _everages Meta Llama-3.3-70B as core processing engine

e Uses MIPROV2 optimizer with customizable parameters

e Supports up to 300 few-shot

System lll employs a hierarchical pipeline featuring BERT-
based preprocessing for semantic enrichment, data
augmentation to address label Iimbalances, and subtask-
specific text marking. Its classification module combines fine-
tuned Bio_ClinicalBERT with frozen layers and an ensemble
approach (Naive Bayes, XGBoost, SVM) to enhance TNM
staging accuracy.

System IV enhances RadBERT-RoBERTa with multi-attention
heads and custom attention layers, using GPT-40-mini for
sentence augmentation to address imbalanced classification
categories.

System V employs GPT-40 in a Zero-Shot Chain-of-Thought
framework, generating multiple assessments with clinical
reasoning before teacher-model validation for TNM staging.

We excelled in the NTCIR-18 RadNLP lung cancer staging task. System-I-MT-En ranked first in the English track with 65.43% joint
fine accuracy and 69.14% joint coarse accuracy, showing strong performance across T (70.37%), N (91.36%), and M (88.89%)
classifications. System-lI-ST-En placed second in multi-label sentence classification with a 93.36% micro F2.0 score. The
implementing LLM with few-shot prompting, structured reasoning, and expert medical knowledge integration, demonstrating Al's
potential in medical document analysis.
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