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Writing radiology reports is one of the most critical workflows for radiologists

Although radiologists communicate with physicians by providing the results of
imaging studies, radiology reports do not always specify the stage explicitly

This imposes extra workload on human experts for careful manual information
extraction, which can be aided by automation

« Task Objective: To classify the stage of lung cancer from radiology reports
Dataset

« Training Set: Comprises 108 documents for 12 cases
« Validation Set: Includes 54 documents for 6 cases
« Test Set: Contains 216 documents for 24 cases

Lung cancer
CT image

Our Method: Zero-shot LLM Approaches

« This document was inferenced by GPT-40 in each category, such as T, N, M
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Scope of RadNLP 2024

A tumor with a diameter of 12cm is observed spreading across the
upper and lower lobes of the left lung, suggesting known lung
cancer. It is in extensive contact with the pleura and 1s accompanied
by the destruction of the left 3rd rib. Rib and parietal pleural
infiltration is suspected. There are small nodules in the left upper
lobe, suspecting secondary tumor nodules. The left mediastinal and
bilateral hilar lymph nodes are enlarged, suspecting metastasis. No
pleural effusion is observed. No obvious abnormalities are
observed in the upper abdominal organs within the imaging range.

Radiology report
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Automated staging

« As post-processing, if a predicted label is not in the allowed list, we replace it with the most frequent label for the category

Prompt Example, Category: N

The following is a task to predict the diagnostic outcome of lung cancer based
on CT reading reports. Please provide the prediction results in the following
JSON format, adhering to diagnostic guidelines.

Example:

GPT-40

—G

f output in the lis

"explanation”: "Determined as N3 due to enlargement of contralateral
mediastinal lymph nodes. "

You must output one of the words from the following list llow li
['NO', 'N1', 'N2', 'N3'] allowed list
Complete atelectasis of the left upper lobe.
/4 mm mass with poor contrast enhancement, obstructing ---
Normal appearance of the visualized upper abdomen.
{
"NO": "No regional lymph node metastasis”,
"N1": "Metastasis in ipsilateral peribronchial ---",
"N2": "Metastasis in ipsilateral mediastinal and/or subcarinal lymph node(s)",

"N3": "Metastasis in contralateral mediastinal, contralateral hilar ---" :
y a per-sentence basis

Baseline

definition of label

Results

 GPT-40 achieved the highest scores on the joint task
 GPT-40 Is not necessary to post-processing
« Demonstrated performance that significantly improved bi-encoder models

{ :
"output": "N3", | Post-Processing

« Fine-tuned bi-encoder models: BERT, JMEDROBERTa
« Data augmentation: Shuffled and rearranged sentences on

Our model shows less overfitting
than other teams’ systems
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" Bold font indicates the best score for each evaluation metric.

DA: Data Augmentation

Conclusions

0.7222
0.5000
0.7222
0.6111
0.6852
0.7593
0.7593

0.7963 0.7963

0.7222
0.5000
0.7222
0.6111
0.6852
0.7593

0.7037
0.7407
0.5926
0.6111
0.8148
0.8148

0.9444

0.7593 | 0.9444 0.9630

0.7778
0.8519
0.8519
0.8889
0.8889
0.8889

0.9630

ot
o))

Test Accuracy

=
S
i

sociocom
™

Ubie

L]

tuscience

L ]

I
0.2

04

« QOur results demonstrated that GPT-40 achieved higher accuracy compared to traditional bi-encoder models
« Shared a simple, yet robust, GPT-4-mini baseline method with the community
« These findings highlight the potential of LLMs in medical natural language processing tasks
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