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Introduction

In this work we investigated the performance of general and medical PLMs and LLMs on radiology report identification and classification in English.
We benchmarked PLMs and LLMs for TNM clinical staging classification and sentence segmentation classification task using prompts and class/subclass

definitions to perform better semantic disambiguation.
Our results showed that in low amount of data setting, we can obtain better results with medical PLMs in comparison to general and medical LLMs.

Task Description Experimental Protocol - Main Task Experimental Protocol - Sub Task

» Main Task: TINM clinical staging » TNM clinical staging classification. » Sentence segmentation classification.

classification. . | . | ,
Radiology report Automatic Staging Baseline PLMs: BioBERT and Baselines: Unsupervised Clustering.

<4mEarly

Numerous tumorous lesions spreadin gf om the right 3ioClinicalBERT.

pIm yhlmt o the md stinum, suspected to be mII T Category

II nma with lymph node Igm nt. A nodule . . . .
ore t th e peripheral S3 of the right upper lobe, » N Catogory PLMs: BioBERT, BioClinical BERT, and

susp s of pulmon rymtt s. In addition, ther:

s s ostes, o sapion o M Catogory Zero-Shot Prompting: (i) Simple- ClinicalBigBIRD.

Number of classes : T Category (10), N Cat- Prompting(P) (ii) Definition-Prompting(D);
egory (4) and M Category (4). LLMs: Llamad.2 , BioMedllama » Loss Function: Focal Loss

Total number of possible classes : 160.
» Evaluation metrics: Individual Accuracy » Evaluation metrics: F2.0 Micro Scores.

and Joint Accuracy (Fine and Coarse).
» Sub Task: Sentence Segmenta-

tion Classification. Val Results - Main Task Val Results - Sub Task
Sentence Sentence label
/ e s '71:1:‘;ii,;:::;:'.pph

It is in extensive contact with the pleura and is accompanied by the
destruction of the left 3rd rib.

I
-

Rib and parietal pleural infiltration is suspected.

There are small nodules in the left upper lobe, suspicious of secondary ] .
tumor nodules. Satellite lesion

The left medistinal and bilateral hilar lymph nodes are enlarged,

T J 53.72
18 ii%_ |
| | Overall

Number of classes: Inclusion(2), Measure(2), N M Joint U0 Clustering U0 BioBERT
Extension(2), Atelectasis(2), Satellite(2), Lym- /0BioBERT B1 BioClinBERT | 0BioClinBERT I I ClinBigbird
phadenopathy(2), Pleural(2), Distant(2). IiLlama+PU0 Llama+D

Total number of possible classes: 64.

DO
-

Val Accuracy(Fine)

-
=

o » Our final system: Ensemble of BioBERT,
> Our final system: BioClinical BERT BioClinicalBERT, ClinicalBigBIRD.

Test Results - Main Task Test Results - Sub Task

| |
100'—9 5.2 91 9 04 .3
84.4 1 8
6] 7 7 | |
o |

L N M Joint Tnclusio™  \feasW® o gensiof g ¢ olectasts Saté\\1t§ phadeﬂ eﬁml Distalt  yerall
I8 Ours(BioClinBERT) IEBEST

QO
-

Test Accuracy
@)
S
Micro F2.0
)|
S

N
-

I8 Ours(Ensemble) IEBEST

Findings and Conclusions Our Paper

» Findings

For clinical staging, PLMs performs competitive compared to zero-shot LLMs.

Definition based prompting is more effective compared to vanilla prompting for individual T/N/M
clinical staging identification.

Increasing number of classes M<=N<T lowers LMs capability to automatic clinical staging.
Furthermore, joint accuracy drops strongly for all models due large label space.

For sentence segmentation, ensemble of PLMs stand very competitive against best systems.

» Conclusions

Automatic clinical staging remains challenging for both small and large language models (the
most difficult: T class). However, PLMs show have advantage over LLMs as LLMs suffer from
hallucination.

PLMs show strong potential for sentence segmentation classification with data augmentation
and further hyper parameter tuning.




