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Abstract

Good test collections, coupled with good evaluation
metrics, are very useful for evaluating Information Ac-
cess systems efficiently. But useful to whom? The in
vitro (or Cranfield) evaluation paradigmhas been crit-
icised, mainly because of the absence of the user. On
the other hand, user-in-the-loop evaluations are ex-
pensive, unrepeatable and often inconclusive. In light
of this, we propose a new task for NTCIR that aims to
directly measure the correlation between user satisfac-
tion and evaluation metric values. To thisend, we plan
toreuse NTCIR-5 and NTCIR-6 Japanese monolingual
newspaper test collections from the crosslingual task.
Our final goal isto design new evaluation metrics that
accurately approximate user satisfaction scores.
Keywords: user satisfaction, evaluation metrics, test
collections.

1 Motivation and Background

Good test collections, coupled with good evaluation
metrics, are very useful for evaluating Information Ac-
cess systems efficiently. But useful to whom? The
in vitro (or Cranfield) evaluation paradigm has been
criticised, mainly because of the absence of the user.
For example, recently at ACM SIGIR 2006, Turpin
an Scholer [14] reported that Mean Average Precision
(MAP), the most widely-used IR evaluation metric, is
not significantly correlated with the time the user re-
quiresto identify one relevant document?. At awork-
shop immediately following that conference, “Death
to Average Precision” was discussed [4]. On the other
hand, user-in-the-loop evaluations are expensive, un-
repeatable and often inconclusive. Voorhees [15], for
example, defends the test collection paradigm while
pointing out these weaknesses of existing user-based
studies.

Within the test collection paradigm, many re-
searchers have proposed new evaluation metrics [2, 3,

11t should be noted, however, that MAP isametric for the task of
finding all relevant documents. For the task of finding one relevant
document, other metrics such as Reciprocal Rank are available [8].

5, 8,9, 17] and/or have addressed the problem of eval-
uating evaluation using test collections and IR met-
rics[7, 11, 12, 16]. Are any of these studies relevant
at al to the real user environment? Many researchers
believe at least some of them are relevant and useful,
but they have no substantial proof. In particular, re-
searchers optimise their IR systems using afew evalu-
ation metrics of their choice in the hope of improving
user satisfaction, but they do not really know whether
relying on these metricsis avery good idea, or, even if
they are, how much improvement is practically visible
to the user.

At the aforementioned SIGIR 2006 Workshop [4],
we proposed that in vitro evaluations should be done
(say) 80% of the time, but user-in-the-loop evaluations
should be done (say) 20% of the time so that the con-
sistency of the two evaluation paradigms can be ver-
ified periodically. In light of this, we propose a new
task for NTCIR that aims to directly measure the cor-
relation between user satisfaction and eval uation met-
ric values. To thisend, we plan to reuse NTCIR-5 and
NTCIR-6 Japanese monolingual newspaper test col-
lections from the crosslingual task. Our final goa isto
design new evaluation metrics that accurately approx-
imate user satisfaction scores.

2 Tentative Task Definition

On the surface, the user satisfaction task (“USAT")
is just like any other ad hoc monolingual document
retrieval task. We plan to reuse the NTCIR-5 and
NTCIR-6 Japanese monolingual newspaper test col-
lections from the crosdingual (CLIR) task, so the
“right answers’ are known in advance to all partici-
pants. Figure 1 shows how the NTCIR-3, 4, 5 and
6 Japanese test collections are related to one another:
Asthefigure shows, the NTCIR-5 and NTCIR-6 topic
sets contain 97 topics in total, and share the 858,400
Mainichi and Yomiuri documents.

Participants will be asked to submit exactly one
completely automatic run using the DESCRIPTION
fields of the 97 topics 2. Exactly one run because

2Unlike TREC, the DESCRIPTION fields and the TITLE fields
of the NTCIR CLIR test collections are similar in terms of query
length and performance: The only essential difference is that the
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Figure 1. The NTCIR-3,4,5,6 Japanese
collections.

the participants already have the grels (right answers):
they can comparedifferent runswithin their own group
and select one as the official one for submission. (Par-
ticipantswill be asked how the submitted run has been
selected, e.g., which evaluation metric was used pri-
marily.) The run file must be in the standard TREC /
NTCIR format, i.e., a trec_eval-readable format con-
taining up to 1000 document IDs for each topic.

The above (tentative) task definition meansthat, for
those who participated in the NTCIR-5 or NTCIR-6
Japanese document retrieval subtask, it is extremely
easy to participate in USAT. They already have the
document index; they already have the topics and
grels.

The key difference is that USAT will rank the
participants' runs based on Mean User Satisfaction
(MUS), rather than automatically computable metrics
such as MAP. We will announce to the participantsin
advance as follows: “ Three assessors will each give a
user satisfaction score that ranges between 0 and 1 to
each of your ranked lists. Each assessor will only ex-
amine the top 10 documents of each ranked list, with-
out referring to the grels files, and assess the ranked
list as a whole: He/She does not explicitly judge the
relevance of each document.” In short, the goa of
each participant is to produce a run that human asses-
sors like, rather than those that yield high evaluation
metric values.

Formally, let o(T', S') denote the ranked output from
participating System S for Topic 7. Let us(T, S, J)
denote the user satisfaction score given by Judge J for
o(T, S). This can be averaged across the three judges
to alleviate the problem of inter-judge disagreement:

US(T,S) = w : )
J

In practice, we will employ different teams of judges
for different topics since it is difficult for one per-
son to handle al of the 97 topics. Note also that

DESCRIPTIONs are sentences while the TITLEsare alist of words
that lack a syntactic structure.

the NTCIR-5/NTCIR-6 relevance assessors and the
NTCIR-7 USAT ranked output assessors are different
people, although we will probably ignore this fact in
our analyses.

The criterion for ranking the participants sys-
tems, which we call Mean User Satisfaction, is just
US(T, S) averaged across the topic set:

_ S, US(T.S)

. 2
S @

MUS(S)

3 Assessor Effort

Each assessor will be provided with a minimal
IR interface that displays the titles (and possibly
keyword-in-context snippets) of the top 10 documents
for given T and S. At the top of the window, the
DESCRIPTION field and the NARRATIVE field of T
will be shown in order to bridge the gap between the
new USAT assessors and the original document rele-
vance assessors. The assessor will be given up to 20
minutes (1/3 hour) to examine the top 10 documents:
This should be more than enough, considering how lit-
tle time people spend on looking at the first page of a
Web search result, for instance. When the time is up,
or when the assessor has viewed every document at
least once by clicking on its title, he/she will enter a
user satisfaction score: 0,0.1,...,0r 1.

Eleven teams participated in the NTCIR-6 CLIR
Japanese monolingual subtask [6]: If we have 20 par-
ticipating teams and therefore 20 submitted runs at
USAT, this yields 20 % 97 = 1940 ranked lists. We
need three assessors for each ranked list so a total of
31940 ranked lists must be judged. Sinceittakes1/3
hour to judge one ranked list, the total time required
for assessment is 1940 hours. For the NTCIR-6 CLIR
releavance assessments, five Japanese assessors were
employed: If we also empoly five assessors for USAT
as well, the entire assessment process can be handled
within 1940/5 < 400 hours, in theory.

In addition, we can also reuse some of the runs sub-
mitted to the NTCIR-6 task. For example, Toshiba's
monolingual Stage 1 run TSB-J-J-D-02 and Stage
2 run TSB-J-J-D-02-N5 [10] can be merged so that
it may be treated as a single USAT run 3. Suppose
we take exactly one DESCRIPTION run from each
NTCIR-6 participant: Then we have 11 additional
runs. Thus, instead of 20 runs, we may have about 30
runsintotal. If we have five judges, the entire assess-
ment process can be handled in about 30/20 * 400 =
600 hours. Budget permitting, we may double the
number of assesors.

3The two Toshiba runs used exactly the same IR strategy, but
other teams may have used different strategies for Stages 1 and 2.
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4 Handling the Outcome

As for how to analyse the results output from this
task, we are open to suggestions. Aswe shall mention
in the next section, any participants can analyse the
entire USAT resultsif they choose to.

Our tentative plan is to examine severa exist-
ing, well-documented IR metrics such as Average
Precision, Precision at 10, Reciprocal Rank, nor-
malised Discouned Cumulative Gain (nDCG) [5] and
Q-measure [7, 9]. Let M (T,S) denote the value of
Metric M for Topic 7" and System .S. We will at least
look at how M (T, .S) is correlated with U (T, S): If
wewant to design an evaluation metric that can predict
the rankings of systems based on user satisfaction, we
can look at Spearman’s or Kendall’s rank correlation;
If wewant onethat directly estimates the true absolute
value of the user satisfaction score, we can usethe lin-
ear correlation coefficient or Root Mean Square error.
We can al so examinethetopic effect and the system ef-
fectonU(T, S) aswell ason M (T, S) using statistical
techniques such as analysis of variance. We may even
design new evaluation metrics using regression tech-
niques, where the useful explanatory variables may
be basic statistics such as term frequency, document
frequency and document length of the retrieved docu-
ments, or possibly some “meta statistics’ such as the
similarity of the submitted ranked lists [1]. We may
aso look at how MUS(S) is correlated with Mean
Average Precision and so on.

5 Tentative Schedule

If USAT is accepted as a new task for
NTCIR-7, we would like to proceed as follows:

Jun 2007  USAT task specification meeting
(NI, Tokyo)

Aug 2007 USAT participants registration starts

Nov 2007 USAT participants registration ends

Jan 2008  USAT runsdue

Jun 2008  USAT user satisfaction scores and
run files released to all participants

Oct 2008 NTCIR-7 papersdue

Dec 2008 NTCIR-7 Workshop Meeting

(N1, Tokyo)

The USAT Japanese test collection (derived from the
NTCIR-5 and NTCIR-6 test collections), with grels,
will be released to USAT participants as soon as they
register (between August and November 2007). In
June 2008, the ranking of the submitted runs will be
released, together with the raw user satisfaction data
plus all runs submitted to USAT. Hence, any partic-
ipant, not just the organisers, will have immediate
access to dl the data there is. We a'so plan to release
all the data to non-participants on demand, probably
after the NTCIR-7 Workshop Meeting in December
2008.

If we can successfully come up with new evalua-
tion metrics based on the NTCIR-7 USAT results. the
USAT task may be continued until NTCIR-8, so that
the usefulness of the new metrics can be examined fur-
ther.

6 Getting Involved

There are three ways to get involved in USAT:
1. Beaparticipant;
2. Beatask organiser?;
3. Beaparticipant and atask organiser!

Or you can start by becoming an observer. To be an
observer (and possibly a participant/organiser in the
future), send an email to saka @newswatch.co.jp and
join our mailing list!
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