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Abstract

Recently, Scholer and Turpin [Proc. SIGIR 2008]
proposed the use of techniques from the field of psy-
chophysics to determine a relevance threshold for a
user. Using this threshold, they observed, one could
match the relevance criteria of users to those of judges
used to develop a test collection, hence selected users
should have a better search experience with systems
judged superior on that collection. In this paper we
show that, when the level of relevance of documents
is measured using a categorical scale such as TREC
relevance levels, rather than a numerical or physical
scale, then the psychophysical techniques for deter-
mining thresholds cannot be meaningfully applied in
some cases. We demonstrate that the choice of map-
ping from the categorical scale to a numerical scale
has a marked effect on the thresholds derived. In-
stead, we propose a simpler methodology for match-
ing users to judges. Using the average split agreement
approach, only 12 of our 40 student users can be con-
sidered aligned with the relevance criteria of TREC
judges on three TREC topics.

Keywords: User study, relevance judgements,
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1 Introduction

Batch-based information retrieval experiments
measure the performance of search systems by evalu-
ating how documents are retrieved in response to a set
of test queries. Central to this evaluation process is the
notion of relevance: each document that is returned as
an answer to a query is judged by a human as being
either relevant to a search request, or not. Relevance
is most commonly measured using a categorical scale,
where different “levels” of relevance can be assigned
to documents or other information resources. Based
on these judgements, a variety of system performance
metrics can be calculated.

Most large-scale experimental evaluations, such as

those conducted using the TREC framework, use a bi-
nary relevance scale. Here, a document is relevant if
it contains any information about the topic; otherwise,
it is not relevant. The default TREC assumption can
therefore be viewed as explicitly folding multiple pos-
sible levels of relevance into a binary criterion.

It is widely accepted in both information retrieval
and information science that relevance has a personal
dimension – a resource that is considered by one user
to be relevant to a particular query or search request
may not be considered to be relevant to the same re-
quest by another user [9, 13]. This difference in be-
haviour may be particularly prevalent for those doc-
uments that are only marginally relevant, containing
only some limited information about a topic. For
TREC-style system evaluation experiments to mean-
ingfully transfer to a user population, it therefore
seems plausible that the relevance criteria used by the
members of that population needs to match the criteria
applied by the TREC judges. This relevance thresh-
old mismatch may be a key reason why many recent
studies have failed to find consistent improvement in
the performance of search system users when search-
ing with a system that scores poorly under the TREC
evaluation framework compared to when using a sys-
tem that scores highly using the same evaluation ap-
proach [1, 2, 10, 16].

In this paper, we explore the relevance criteria of
40 users on TREC data. Firstly we calculate a rele-
vance threshold (in “TREC relevance units”) for each
user using the definition of a threshold from the field
of psychophysics. The sticking point with applying
this well established methodology is that TREC rel-
evance judgements are on a categorical scale, rather
than a numerical scale. Hence we explore several map-
pings from the categorical scale to the numerical scale,
showing that the choice of mapping has a marked af-
fect on threshold values.

We also examine a simpler technique for determin-
ing user relevance criteria based on agreement scores
between users and TREC judges. Of our 40 users,
around 12 displayed a similar criteria to that of TREC
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judges. There were also a large variation between
agreement aggregated over topics, and also a large
variation in agreement within topics at the individual
document level.

Our results indicate that relevance thresholds vary
significantly between individuals; that is, some
searchers have a low tolerance for documents that are
only of marginal use to an information need, while
others consider these to be useful to the same search
request. In addition to variation in thresholds across
different users, we also find that relevance thresholds
vary depending on the search topic, and on documents
within the topic, relative to TREC judgements.

2 Background

Relevance

Relevance is a fundamental concept for the evalua-
tion information retrieval systems. While many defi-
nitions — and indeed different types — of relevance
have been proposed [12], most experimental evalua-
tions in the IR field use a categorical scale [18]. In
traditional batch experimental framework, a system is
evaluated by running a set of search topics over a fixed
collection of test documents. For each document that
is returned in the answer list of a search system, a hu-
man judge determines whether the document should
be considered to be relevant to the search topic, or not.
In TREC (the ongoing series of Text REtrieval Confer-
ences), judgements are usually made by paid informa-
tion analysts, who are often also involved in the speci-
fication of the search requests (or “topics”).

Under the batch approach, search systems are
scored based on how well they are able to retrieve rel-
evant documents; most metrics reflect some combina-
tion of how early in the answer list the relevant docu-
ments occur (precision), and the number of available
relevant documents that are found (recall).

Although system performance metrics that make
use of multiple-level relevance assessments have been
proposed (for example, nDCG [11]), almost all
widely-reported performance metrics are calculated
based on binary relevance judgements. This includes
metrics such as precision at 10 documents retrieved,
R-precision, and mean average precision (MAP). Even
in cases where multiple-level relevance judgements
have been used, such as in the Terabyte track data that
we use below, evaluation metrics are calculated after
these levels have been folded into a binary scale.

Investigations of applying multiple-level relevance
criteria in the TREC framework have suggested that
the binary criterion may be overly simplistic [14]. The
traditional criterion for TREC relevance states that
a documents that makes any reference to the topic
should be classed as relevant. This can therefore in-
clude a wide range of documents, from those that are

only marginally relevant (containing no information
beyond that which is already included in the topic de-
scription), to completely relevant documents (contain-
ing enough material to completely answer the informa-
tion need). Analysis by Sormunen [14] showed that a
large proportion of documents that are judged as rele-
vant under the binary TREC criterion are in fact from
the marginal category (50% of all relevant documents
for 38 topics from TREC-7 and TREC-8).

In this paper we are particularly interested in match-
ing users’ relevance criteria to that of TREC judges,
agreeing with Scholer and Turpin’s conjecture that
system comparisons made on TREC data can be car-
ried over to user populations with such a similar rel-
evance criteria [15]. As TREC documents are judged
on a three point scale—“not relevant” (0), “relevant”
(1), and “highly relevant” (2)—we quantify user rel-
evance thresholds in these “TREC relevance units”.
The threshold for a user is defined as the TREC rel-
evance category where the user will state that a docu-
ment from that category is relevant 50% of the time.
That is, there is a better than chance probability that
the user will say a document is relevant if it is in that
threshold relevance category, or a higher category.

Psychophysics

Psychophysics is the study of the relationships be-
tween stimuli and perception. The perceptual expe-
rience, which is intrinsically subjective, is measured
through the use of a stimulus as a reference system.
This allows a threshold — the intensity of a stimulus
that is required for it to be consciously experienced —
to be determined. Psychophysical methods have been
applied in a wide range of domains, including sensory
processes, memory, and learning [8].

Psychophysical thresholds can be measured using
the method of constant stimuli. Here, for a particular
stimulus that can occur at different levels of intensity,
a fixed number different stimulus levels are repeatedly
presented to a subject. After each presentation, the
subject indicates whether the stimulus was detected or
not. The order of presentation is random, but overall
each level of the stimulus is presented an equal number
of times [7]. After multiple presentations, the propor-
tion of positive and negative responses at each stimu-
lus level can be calculated. A psychometric function is
then constructed by fitting an ogive curve through this
data. The absolute threshold is that level of stimulus
intensity for which the subject has a 50% chance of
detecting the stimulus [8].

3 Methods

To investigate our hypothesis that user relevance
thresholds can be measured, and vary between differ-
ent searchers, we conducted a user study and applied
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707 What evidence is there
that aspirin may help
prevent cancer?

770 What is the state of
Kyrgyzstan-United States
relations?

771 What deformities have been
found in leopard frogs?

Figure 1. The three TREC topics judged
by users in this study.

the psychophysical method of constant stimuli. To
conduct such an experiment requires a group of sub-
jects (users of a search system, whose thresholds are
to be measured), and a stimulus.

40 users were recruited to participate in the experi-
ment. The study was advertised using posters and on-
line newsgroups, and participation was voluntary, with
subjects being compensated for their time with a $50
gift voucher. All participants were students at RMIT
University, and the study was conducted within the
guidelines of the Human Research Ethics Committee
of the university.

Topics and Documents

For the experimental stimulus, with which we aim to
measure the subjects’ perception of relevance, we used
documents from the TREC GOV2 collection, a 426 Gb
crawl of the .gov domain from 2004 [6]. This collec-
tion has 150 associated search topics, and a set of cor-
responding relevance judgements on a three point cat-
egorical scale: “not relevant” (0), “relevant” (1), and
“highly relevant” (2).

The method of constant stimuli involves the re-
peated presentation of the stimulus at different levels,
with an even number of presentations at each level. We
therefore chose three TREC topics with a large corre-
sponding number of judged documents at each level of
the relevance scale, topics 707, 770 and 771, shown in
Figure 1.

The thirty documents required for each topic —
ten at each of the three relevance levels — were cho-
sen by working down a sorted list of candidate doc-
uments taken by merging the top 50 documents from
two runs with highest MAP scores from the Terabyte
Track for 2004, 2005 and 2006. Only documents of
type “text/html” were retained, with other types, doc-
uments smaller than 750 bytes or larger than 100,000
bytes, and all content within a <script> tag, being
discarded.

The session began with three practice documents
from topic 847; one of each TREC relevance cate-
gory. These were discarded from the results logs be-
fore analysis began.

Imagine that you are writing a report
about the provided topic. You will then
be presented with a series of documents,
one at a time. Read each document, and
decide if it is relevant for the topic.

• Relevant: If the document contains
any information that you would use
for the report, then the entire
document should be classed as
relevant. (This applies even
if you have previously seen this
information in another document.)

• Not relevant: The document contains
no information that you would use
for the report.

Figure 2. Judging task instructions.

Task

Users were asked to imagine that they are writing a re-
port, based on an information need as specified in the
description and narrative fields of a TREC topic. Doc-
uments were to be marked as relevant, or not relevant,
for the topic in question. The precise instructions are
shown in Figure 2.

The user study proceeded as follows. Users were
presented with the description and narrative of a TREC
topic, and asked to read through the information re-
quest. They were then presented with a list of docu-
ments, of different relevance levels, in turn. For each,
they needed to decide if it was relevant (if the docu-
ment contains any information that would be used in
their simulated task), or not relevant (if the document
contains no information that would be used in their
simulated task), to the stated topic (that is, they made
a binary decision).

For each of the chosen topics, users were presented
with 10 documents at each of the three TREC rele-
vance levels — 0, 1, and 2 — giving 30 judgements
per topic in total. The topics, and documents, were
presented to users following a balanced experimental
design, to control for topic and document ordering ef-
fects.

For this experiment, the TREC topics were framed
in a task-based scenario: users were asked to imagine
that they needed to write a report to fulfill the given in-
formation request. This simulated work task approach
was used to ground the information need in a prac-
tical situation; previous work by Borlund has demon-
strated that such simulated information needs can elicit
searcher behaviour that is close to the behaviour that is
exhibited when pursuing real information needs [5].

4 Results

The output of the user study was a set of responses
from each subject: for a single topic, a subject had
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Figure 3. A psychometric function.

been presented with 10 documents at each TREC rel-
evance level (the levels of the stimulus). Therefore,
for each stimulus level, it is possible to calculate the
proportion of times that the subject perceived the pre-
sented documents to be relevant, or not relevant.

Psychophysical Techniques

The subject’s psychometric function is constructed
by fitting a Weibull distribution through the data
points. An example is given in Figure 3; here, the
subject perceived TREC-0 stimuli to be relevant 15%
of the time, while TREC-1 and TREC-2 stimuli were
perceived to be relevant 40% and 80% of the time. To
obtain the subject’s relevance threshold, we take that
point at which the subject would perceive a stimulus to
be relevant 50% of the time. In the example, this is at a
level of 1.2 on the relevance scale. TREC judges, who
always select level 1 and level 2 documents as relevant,
and level 0 documents as non-relevant (by definition),
therefore have a threshold of 0.5.

Each subject’s relevance threshold was measured
on three topics. However, examining the time taken
to make each judgment, there was an obvious fatigue
effect over the (at least) two hour judging period. For
8 users the average time taken to judge the final 10
documents of the final topic was over 100 seconds less
than the average time to judge the first 10 documents
of the first topic; while for half the users the difference
was greater than 60 seconds. Accordingly, we exclude
the final topic for all users from further analysis.

After excluding the final topic, we have 27 users
judging documents for topics 707 and 771, and 26
users for topic 770. To obtain a single relevance
threshold for each subject, the average response rate
across the two topics at each stimulus level was calcu-

lated, and then the Weibull curve fit and the 50% point
extracted. For the initial fit, it was assumed that the
categorical TREC relevance scale was in fact numeri-
cal: that is, a category 2 document was twice as rele-
vant as a category 1 document. Likewise, the threshold
values are assumed to be continuous on this numerical
scale. We also excluded any users whose probabil-
ity of saying relevant was not non-decreasing over the
categories, as fitting an ogive curve to these values is
troublesome. For example, a user with probability of
saying relevant of 0.5, 0.25, and 0.75 for the TREC
categories 0,1 and 2 was excluded. To properly fit a
psychometric function to these users, we should col-
lect more data using the method of constant stimuli to
either confirm that their values are not non-decreasing
(in which case the psychophysical methods should not
be applied), or to correct an abnormally low reading
due to random variations in the user’s responses. Our
analysis of the 31 users where curve fits were ob-
tained (explained below) led us to conclude that the
psychophysical technique is probably not suitable for
this analysis, so we did not collect further data on these
users.

Figure 4 shows the relevance threshold for each of
the remaining 31 users, sorted in increasing order. A
threshold can be interpreted as the TREC relevance
level above which there is a greater than 50% proba-
bility that the user will save the document as relevant.
For example, User 30 at the far right of the graph has a
threshold of 2.0, and so 50% of the time User 30 will
save a TREC 2 (rounding the threshold) document as
relevant. At the other end of the graph, User 23 has a
threshold of 0.0, and so will save any TREC document
more than 50% of the time. User 32 has a threshold
of 1.0, and so will save documents with a TREC rele-
vance level of 0 less than 50% of the time, documents
with a TREC relevance category of 1 about 50% of
the time, and documents judged in TREC category 2
more than 50% of the time. This makes User 32 more
TREC-like than Users 30 and 23.

Overall, one can see a large variation in behaviour
of users. 5 users have thresholds below 0.5, indicating
that they are “trigger happy” relative to TREC judges,
and will save a document regardless of its TREC rel-
evance category more than 50% of the time. 9 users
have a threshold above 1.5, indicating that they are
much more conservative than TREC judges, and will
save any document at TREC relevance level 0 or 1 less
than 50% of the time.

Insisting that TREC Thresholds are Categorical

While interesting, the results presented in Figure 4 as-
sumed that the TREC categorical scale could be in-
terpreted numerically. This is a strong assumption, as
TREC judges are not instructed to award a “2” to doc-
uments that are twice as relevant as documents that
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Figure 4. Thresholds of users for probability-of-saving, averaged over two topics, assuming
TREC category 1 documents have numeric value 1, sorted in increasing order.

are judged “1”. Accordingly, we varied the numeri-
cal weight of the TREC category one documents from
0.2 to 1.8 in steps of 0.2 and calculated thresholds as
above. We kept TREC category 0 and 2 documents an-
chored at 0 and 2 on the numeric scale. We also round
the numeric threshold obtained from the curve fit to
the nearest category, to get a threshold of 0, 1 or 2.

Figure 5 shows four of the nine relevance thresholds
we calculated for each user: 0.2, 0.4, 1.0 and 1.8. The
five thresholds omitted for each user to avoid clutter-
ing the figure all fell on points that are already plotted.
As can be seen, 19 out of the 31 users have a con-
sistent threshold. However, 12 users have one of two
possible thresholds depending on the assumed numer-
ical value of the level 1 category, with User 13 having
all three possible values. The value of thresholds ob-
tained with psychometric techniques, therefore, seems
to depend heavily on the assumed underlying numeri-
cal relevance scale.

Agreement-based Approach

In effect we wish to categorise users into three cat-
egories: “generous”, users who routinely say TREC
category 0 documents are relevant (threshold < 0.5);
“TREC-like”, who do say TREC category 0 docu-
ments are irrelevant, but do say TREC category 1 and 2
documents are relevant (0.5 ≤ threshold < 1.5); and
“parsimonious”, who routinely say documents from
TREC category 1 are not relevant (threshold ≥ 1.5).
By examining the simple proportion of Category 0
documents saved and the number of Category 1 not
saved, we can assign users to each class. From the
top panel in Figure 6, we can see that Users 18, 34,

40, 23, 11 and 6 all say TREC category 0 documents
are relevant for at least 50% of the 20 documents in
this category that they judged. Similarly, in the bot-
tom panel of Figure 6 we can see a group of 24 users
that say that at least half of their 20 documents in cate-
gory 1 are irrelevant. We note that two users, 6 and 50,
appear in both groups. Using this approach to exclude
generous and parsimonious users, we are left with 14
of our 40 users that seem to share, on average, the rel-
evance criteria of TREC judges more than 50% of the
time. We refer to this approach as the split agreement
approach.

If we just compute simple agreement between each
user and the TREC judges for the 60 documents
judged by each user, only User 29 (43.3%) falls below
50% agreement with TREC judges. User 35 has the
highest agreement score of 80%. The mean agreement
over both topics for all users is 62% (standard devia-
tion 7.8%). This is higher than in most previous stud-
ies: Voorhees [17] 32.8%, Sormunen [14] 39% and
Turpin and Scholer [16] 45%, while on a par with a
study by Al-Maskari at al. [3] which found 63% agree-
ment on relevant documents.

Effect of Topic

Thus far we have only examined the behaviour of
users averaged over both topics that they judged. Fig-
ure 7 shows the same data as Figure 6, but with the
three topics shown separately. Recall that only the first
two topics per user are included. Again, using the 50%
cutoff criteria, the far right of both panels of the fig-
ure confirms the users that are either in the generous
or parsimonious class from Figure 6. What is new in
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Figure 5. Thresholds of users for probability-of-saving averaged over two topics and rounded
to the nearest TREC category, assuming TREC category 1 documents have numeric value
0.2 (solid circle), 0.4 (square), 1.0 (triangle up), and 1.8 (triangle down) sorted as in Figure 4.

TREC User Topic
Category Judgement 707 770 771

0 relevant 26% 24% 43%
1 not relevant 75% 42% 40%

Table 1. The proportion of “generous”
(row 1) and “parsimonious” judgements
(row 2) for each topic over all users.

Figure 7, however, is that there are several users that
disagreed with the TREC categories by more than 50%
on only one of their two topics, and hence the average
remained below 50% in Figure 6. In particular, in ad-
dition to the 24 users in the bottom panel, there are
8 users who treated TREC category 1 documents as
irrelevant more than 50% of the time for at least one
topic. Likewise, in the top panel there are 10 more
users that would be characterised as generous if top-
ics are considered separately, than if the average over
topics was used alone.

Examining the graphs in Figure 7, it also seems ap-
parent that most generous users occur for Topic 771,
and most parsimonious users occur with Topic 707.
Table 1 shows the overall percentages of generous
and parsimonious users for each topic. Pairwise t-
tests support the intuition from Figure 7: Topic 771
contributes more generous users (p < 0.005) and
Topic 707 contributes more parsimonious users (p <
0.003) that the other topics.

Drilling further into each topic, Figure 8 shows the
proportion of users that judged a document into the

opposite category from the TREC judgement for each
document in each topic. Recall that each bar rep-
resents the proportion out of (at least) 26 users that
judged that document. This demonstrates the reason
many users are parsimonious on Topic 707: six of the
ten documents in TREC category 1 for that topic are
judged as irrelevant by nearly all users, and 8 of the 10
documents are judged irrelevant by over half the users.
We have examined the documents, and observed that
for at least 5 of them, the TREC judgements do not
agree with the constraints given in the description and
narrative of the topic (for example, the document con-
tains only links to information, or does not specify a
particular organisation).

Summary

In summary, we have examined the judgements of
40 users relative to TREC judgements for 30 doc-
uments on 3 topics. By using different criteria for
quantifying the agreement between users and TREC
judges, we get differing numbers of users who are
“TREC-like”. Table 2 summarises the four ways we
segregated users. To be TREC-like, documents in cat-
egories 1 and 2 are considered relevant, and documents
in TREC category 0 are irrelevant. Generous users
said at least 50% of documents in TREC category 0
are relevant. Parsimonious users said that at least 50%
of documents in TREC category 1 are irrelevant.

The first row of the table uses simple agreement be-
tween all of a user’s judgements and the TREC judge-
ments. Using the 50% cut-off, 39 of the 40 users be-
have TREC-like using this criteria. The second row
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Figure 6. Proportion of documents of TREC category 0 that each user says are relevant (top
panel); and the proportion documents of TREC category 1 that each user says are irrelevant
(bottom panel).
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Figure 7. Proportion of documents of TREC category 0 that user says are relevant for each
topic (top panel); and the proportion documents of TREC category 1 that each user says are
irrelevant for each topic (bottom panel).

Category
Method Data Generous TREC-like Parsimonious Total
Simple agreement Average 2 topics 1 (3%) 39 (97%) – 40
Thresholds Average 2 topics 5 (16%) 17 (55%) 9 (29%) 31
Split agreement Average 2 topics 6 (15%) 12 (30%) 24 (60%) 40
Split agreement Either topic 16 (40%) 4 (10%) 32 (80%) 40

Table 2. Characterisation of our 40 users into three categories using three different methods.
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Figure 8. Proportion of users that judged documents in opposition to the TREC category
assigned for each of the 10 documents for each topic.

of the table uses the technique from psychophysics to
derive user’s relevance thresholds, and records only
17 users as TREC-like. The final two rows use the
split agreement strategy; firstly averaged over the two
topics each user judged to give 12 TREC-like users;
and secondly using a stricter criteria where the user
is classed as generous or parsimonious if their judge-
ments on either of their topics can be classed in such a
way. Using this stricter criteria, only 4 of the 40 users
are TREC-like on both of their topics. The percent-
ages of the final two rows do not sum to 100, because
a small number of users are both generous and parsi-
monious.

5 Discussion

TREC batch experiments assume that category 1
and 2 documents are relevant, and that category 0 are
irrelevant. From our experiments, clearly there are
users who do not use these relevance criteria, despite
being instructed to judge documents in a similar fash-
ion to TREC judges. Using strict alignment criteria,
only ten percent (4/40) of our student users judged
documents in a similar manner to TREC judges on
two TREC topics. Perhaps it is unsurprising, there-
fore, that recent studies have found a mismatch be-
tween batch experiments on TREC data, and perfor-

mance on users on the same data [1, 2, 10, 16].

We have asked the users in this study to perform a
search task on the same data set that was used in this
study of relevance judgements, and it will be interest-
ing to see if the more TREC-like users perform better
with systems ranked highly with batch experiments,
while generous and parsimonious users do not.

Given that the TREC judges are different for dif-
ferent topics, it may be unreasonable to expect a sin-
gle user to have the same relevance criteria as TREC
judges on a range of topics. The results from this
study therefore suggests which TREC topics are suit-
able for use in user studies where the population is
drawn from undergraduate computing students. From
Table 1 it seems clear that Topic 770 encourages user
judgements that are more TREC-like than the other
two topics used in this study. In addition to some prob-
lem cases where the TREC judgements do not seem to
match the specifics given in the description and narra-
tive fields of the topic, we plan to further investigate
other possible causes of the lower agreement for Topic
707; perhaps the documents for topic 707 are less read-
able (either in layout or content), or our users have less
previous knowledge of the topic.

Also, as observed by Bailey et al. [4], TREC judges
have proposed the topic that they are judging, and have
some knowledge of the collection and the types of doc-
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uments they are looking for as relevant. Our users, on
the other hand, have no knowledge of the GOV2 col-
lection we used, and most likely no knowledge of the
topics. The TREC judges are “gold” judges, and our
users are “bronze” judges, in the terminology of Bai-
ley et al.

Perhaps even more disconcerting is the variety of
agreement that users have with TREC judges for doc-
uments in the same TREC category for the same topic.
While category one documents for Topic 770 were
uniformly voted irrelevant by our users, for all other
categories and topics, there were documents for which
all of our users agreed with the TREC judge, and oth-
ers in the same category and topic for which our users
generally disagreed.

Throughout this paper we have assumed that get-
ting more than 50% agreement between TREC and
user relevance judgements for a topic/document is de-
sirable. This was chosen because our users were asked
to do binary relevance assessments, and 50% would be
the result of agreement expected if random judgements
were made. If this threshold is raised to a more rigor-
ous level, so that users must agree with TREC judges
by much more than chance, then naturally the number
of TREC-like users will fall. Examining the bottom
panel of Figure 7 shows that if the criteria is raised to
80% agreement, then all but one user would be parsi-
monious, and all except three greedy!

Finally, we observe that while the psychophysics
based approach [15] is attractive because of its well
established rigor, there is a problem in its application
when using a categorical (TREC) scale and trying to
map this to a numerical scale: the choice of mapping
level can have an effect on the final threshold values.
In future work we plan to investigate whether this lim-
itation can be overcome by using different approaches
for measuring the relevance level of documents, for
example through user-based judgements on a continu-
ous scale. Secondly, from our data it was only possible
to fit sensible psychometric functions to 31 of the 40
users. This may be due partly to problems with in-
terpretations of the TREC topic specifications. Also,
using different scales and measures to represent the
relevance levels of documents may help to reduce the
incidence of cases where the psychometric functions
are abnormal.

When using a categorical TREC scale for relevance
measurement, we would encourage the split agreement
methodology used in this paper as a way of quantify-
ing whether users are TREC-like, or not. In particular,
the approach where the cutoff point is averaged over
two topics leads to a minimal number of “unusual”
users who are not TREC-like in both the parsimonious
and generous dimensions.
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