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Departamento de Lenguajes y Sistemas Informáticos
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Abstract

We follow the opinion that Question Answering
(QA) performance can be improved by combining
different systems. Thus, we planned an evaluation
oriented to promote the specialization and further
collaboration between QA systems. This multi-
stream QA requires to develop the modules able to
select the proper stream according to the question
and the candidate answers provided. We describe
here the evaluation framework we have developed
with special focus on the evaluation measures and
the study of their behavior in a comparative eval-
uation.
Keywords: Evaluation, Question Answering, An-
swer Validation.

1 Introduction

Traditional Question Answering (QA) systems
typically employ a pipe-line approach, in which
the traditional steps are: question analysis, doc-
ument retrieval, passage selection and answer ex-
traction [6, 9, 13]. However, this kind of archi-
tecture has a dependency among modules that
is highly sensitive to error propagation. For in-
stance, a QA system using document retrieval and
answer extraction modules both of which perform-
ing with a precision of 80%, would have an upper
bound precision of 64% due to the dependency be-
tween modules and error propagation. Besides, it
is no clear that improving a single component also
improves the overall performance of the system
[14]. Therefore, it is evident that it is necessary to
go beyond the pipeline processing and to promote
the development of other architectures.

1.1 Promoting Collaboration

A multi-stream QA system is composed by sev-
eral QA systems which receive questions and search
for answers (see Figure 1). Besides, there is a sub-
system which receive all the answers from the sin-
gle QA systems and select one as the final answer
of the multi-stream [7].

One of the possibilities for obtaining advances
in the area would be to encourage the special-
ization of systems and the collaboration among
them. This idea arises from the behavior of cur-
rent systems. For example, [8] reports a QA eval-
uation where 81% of the questions were correctly
answered by at least one system, but the best per-
forming system only answered correctly 52.5%. In
other words, a perfect selection of the output of
all participant systems would have answered cor-
rectly 81% of the questions.

Moreover, the best system is not the one with
the best performance for each kind of questions.
Thus, it seems promising to look for the subsys-
tems with the goal of achieving this perfect selec-
tion in a multi-stream QA architecture.

1.2 Evaluation Proposal

One of the main challenges that arises around
this idea of collaboration among systems is to de-
velop good criteria for the selection of the final
answer among the candidates returned by the al-
ternative systems [7]. Most of works focused on
improving QA accuracy by combining different ap-
proaches, have used a voting scheme based on re-
dundancy as the selection criteria [1, 2], including
sometimes information about performance history
[7]. On the other hand, there have also been meth-
ods that take the decision based on the answer
confidence score reported by each system [3].

However, answer validation and selection can
take advantage of more sophisticated approaches,



Figure 1. Multi-stream QA architecture and proposed evaluation

and this kind of work should be promoted. For
example, a deeper analysis such as textual entail-
ment approaches has been successfully used as a
way to rank and to select answers in traditional
QA [5].

In the task of Answer Validation (AV), a sys-
tem receives a question, an answer to the question
and a text that supports the correction of the an-
swer. Then, the system must decide whether the
answer to the question is or not correct according
the given supporting text [11].

We propose to use AV systems based on so-
phisticated analysis as the modules inside the QA
multi-stream architecture that would receive sev-
eral candidate answers (from different single QA
systems) and would select one as the final one
given by the multi-stream.

The proposal we make here is a methodology
to evaluate AV systems for selecting answers in
multi-stream QA. In the paper we focused on the
measures for evaluating AV systems in this sce-
nario and we study the proposed methodology in
a comparative evaluation.

1.3 Structure

In Section 2 we describe the evaluation mea-
sures required for testing AV systems and for com-
paring them with QA systems. In Section 3 we
show a case study of the proposed methodology
over the results in AVE 2007 that still not used
the new measure. Finally, some conclusions are

presented in Section 4.

2 Evaluation proposed

With the aim of evaluating AV systems in a
multi-stream QA framework, we used different
measures taking into account that AV systems can
be evaluated in several ways. In our proposal we
are interested in evaluating two aspects of the sys-
tems. On one hand we are interested in their abil-
ity detecting correct answers, which was the first
objective for which the task of AV was proposed.

On the other hand, we are interested in evalu-
ating AV systems selecting answers from different
streams, as well as in estimating the performance
that could be obtained by taking advantage of the
ability of AV systems detecting questions with not
correct answers. Since AV systems has not been
evaluated for this purpose yet, we proposed here
a new measure.

2.1 Evaluating the validation of answers

In the first group of measures the objective is
to evaluate the ability of AV systems validating
answers from a pool of available ones. These mea-
sures are useful for evaluating the performance of
AV systems used for ranking or filtering answers
returned by QA systems.

In [10] it was argued why the evaluation in AV
with unbalanced collections is based on the de-
tection of correct answers. Precision (1), recall



(2) and F-measure (3) (harmonic mean) over an-
swers that must be detected as correct are used
instead of using an overall accuracy as the eval-
uation measure. In other words, the goal is to
quantify systems ability to detect whether there
is enough evidence to accept an answer. Results
can be compared among systems but always tak-
ing the baseline of:

• a system that accepts all answers detecting
all the correct answers but dropping in preci-
sion in the same proportion of the incorrect
answers in the collection.

On one hand, precision measure tells how good
a system is when it predicts an answer as correct.
It acknowledges systems that validate only correct
answers.

On the other hand, recall measure evaluates the
capability of systems for detecting all the correct
answers. It acknowledges the systems ability to
detect a high amount of correct answers without
paying attention to the precision in this detection.

The F-measure permits to evaluate both as-
pects of a system giving the same importance to
each of the measures. However, this is an intrinsic
evaluation that is not enough for obtaining some
evidence about the QA performance gain of using
AV systems into multi-stream QA architectures.

2.2 Evaluating the selection of answers

Since the first group of measures is not able to
measure the ability of AV systems selecting an-
swers from multiple streams, the second group of
measures was created with this purpose. The ob-
jective of these measures is to compare the perfor-
mance of single QA systems with multi-stream QA
systems that use AV for the selection of answers.

In order to perform this evaluation, AV systems
receive to each question a set of answers returned
by different QA systems. Then, AV systems are
requested to select one answer per question when
more than one has been validated. Thus, for each
question there are two possible situations:

• There is only an answer selected.

• All the answers has been rejected.

Thus, it is possible to measure the selection of
answers and the detection of questions without
correct answers.

2.2.1 Evaluating the correct selection

Since AV systems are requested to select one or
none of the answers to a question, the resulting

behavior would be comparable to a QA system:
for each question there is no more than one answer
selected.

The first measure of this group is qa accuracy
(4): the proportion of questions for which a correct
answer has been selected. This measure is directly
comparable to the traditional accuracy used for
evaluating QA systems. Therefore, we can com-
pare multi-stream QA systems that used AV mod-
ules with single QA systems taking as reference
the QA systems performance over the questions
involved.

This measure has an upper bound given by the
proportion of questions that have at least one cor-
rect answer. This upper bound corresponds to a
perfect selection of the correct answers given by
all the QA systems that take part in the multi-
stream. The normalization of qa accuracy with
this upper bound is given by % best combination
(5), where the percentage of the perfect selection
is calculated.

Besides the upper bound, results of qa accuracy
can be compared with a random system: a sys-
tem that selects randomly one answer per ques-
tion. Thus, this baseline can be seen as the av-
erage proportion of correct answers per question
group. We call it random qa accuracy (6).

2.2.2 Evaluating the correct rejection

qa accuracy only acknowledges the ability of a sys-
tem for selecting correct answers and not the abil-
ity of detecting that all the answers to a question
are incorrect.

The justification of why to acknowledge the re-
cognition of questions without correct answers ari-
ses from the fact that a possible gain in perfor-
mance could be obtained in these questions if they
are properly detected. In this situation, the AV
system could ask to the QA systems for another
answer to the question, opening the possibility of
obtaining a correct answer to this question. In or-
der to acknowledge this behavior, the concept of
rejected questions must be introduced.

A rejected question is a question in which the
AV system has not selected any answer. That
means that the AV system considers that all the
answers to the question are incorrect. Then, we
proposed the use of qa rej accuracy (7), which ac-
knowledges systems capable of detecting correctly
rejected questions. This measure evaluates the
performance of an AV system detecting the ques-
tions that do not have any correct answer.



precision =
|V ALIDATED correctly|

|V ALIDATED|
(1)

recall =
|V ALIDATED correctly|

|CORRECT |
(2)

F =
2 ∗ recall ∗ precision

recall + precision
(3)

qa accuracy =
|answers SELECTED correctly|

|questions|
(4)

% best combination =
|answers SELECTED correctly|
|questions with correct answers|

∗ 100 (5)

random qa accuracy =
1

|questions|
∑

qεquestions

|correct answers of (q)|
answers of(q)

(6)

qa rej accuracy =
|questions REJECTED correctly|

|questions|
(7)

estimated qa performance = qa accuracy + qa rej accuracy ∗ qa accuracy (8)

2.2.3 Evaluating the potential performance

It is interesting to study the additional gain in
performance that could be obtained by detecting
also the questions without correct answers.

estimated qa performance (8) considers that the
questions accounted by qa rej accuracy could be
answered with the accuracy given by qa accuracy.
Then, this measure rewards the precision of AV
systems detecting incorrect answers in the propor-
tion they select correct ones.

3 Case of study

In order to check the viability of the proposed
methodology, we applied it to the data and results
of participant systems in the Answer Validation
Exercise1 (AVE) 2007 [10] at CLEF 2007.

The performing of the proposed evaluation in-
side the QA at CLEF allow us to have a large
amount of data from real QA systems for the test-
ing collections. Besides, the availability of data in
several languages, apart from English, provided
the possibility of evaluating systems in different
languages such as Spanish, English, Portuguese or
German.

Participant systems at QA at CLEF receive
questions and they output an answer and a snippet
that supports the correctness of the answer. These
answers have been evaluated by human assessors
(further information can be found in the QA at

1http://nlp.uned.es/clef-qa/ave/

CLEF guidelines2).
With the am of applying our methodology, it

was necessary to create a set of collections. These
collections had to be developed in a way that allow
to apply the measures of section 2 which the aim
of evaluating the features of AV systems we were
interested in.

Then, after applying our methodology to real
systems, a look to the results helped us in obtain-
ing conclusions about the proposed measures.

The development of the collections is described
in [12]. In summary, participants at AVE 2007 re-
ceived a set of questions with a group of candidate
answers.

The format of the collections we obtained is
similar to the one shown in Figure 2. In Table 1 it
is shown the number of questions and the number
of answers obtained using the output of partici-
pant systems in QA at CLEF 2007 [4] for building
test collections.

3.1 Analysis of the Measures according to Re-
sults

Tables 2 and 3 (taken from [12]) show the val-
ues of precision, recall and F-measure over AVE
2007 participant systems in English and Spanish
respectively, as well as the baseline proposed in
section 2.1 for this group of measures. Systems
are ranked by F-measure and results can not been
compared among different languages due to the

2http://nlp.uned.es/clef-qa/QA@CLEF08 Guidelines-
for-Participants.pdf



Figure 2. Excerpt of an English test collection.
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Questions 113 67 170 122 103 78 149 100
Answers(final) 282 202 564 187 103 202 367 127
VALIDATED 67 21 127 85 16 31 148 45
REJECTED 197 174 424 86 84 165 198 58
UNKNOWN 18 7 13 16 3 6 21 24

Table 1. Number of questions and answers in the AVE 2007 test collections



Table 2. Precision, Recall and F-measure
over correct answers for English.

System P R F
DFKI 2 0.44 0.71 0.55
DFKI 1 0.37 0.62 0.46
UA 1 0.25 0.81 0.39

Text-Mess 1 0.25 0.62 0.36
Iasi 0.21 0.81 0.34

UNED 0.22 0.71 0.34
Text-Mess 2 0.25 0.52 0.34

UA 2 0.18 0.81 0.29
100% VALIDATED 0.11 1 0.19

Table 3. Precision, Recall and F-measure
over correct answers for Spanish.

System P R F
INAOE 1 0.38 0.86 0.53
INAOE 2 0.41 0.72 0.52

UNED 0.33 0.82 0.47
UJA 1 0.24 0.85 0.37

100% VALIDATED 0.23 1 0.37
UJA 2 0.4 0.13 0.19

different number of VALIDATED answers in each
language, but they can be compared with the two
baselines provided (a system that validates all the
answers and a system that validates the half of the
answers).

Tables 4 and 5 show the values of qa accuracy,
% of perfect selection (as can be found in [12]),
qa rej accuracy and estimated qa performance
(that we study and compare here) over AVE par-
ticipant systems and QA systems participants at
QA@CLEF 2007. Systems are ranked by esti-
mated qa performance.

Since the concept of rejected questions works
only for AV systems, the values of qa accuracy and
estimated qa performance are equal for QA sys-
tems. The values of the baselines proposed in sec-
tion 2.2 for this group of measures are also given.

The rankings using F-measure and the ones us-
ing estimated qa performance are different. Since
they evaluate systems in a different way. The F-
measure and the related ones of section 2.1 con-
sider all the answers in the collections. In other
words, they evaluate each answer of each stream.
However, estimated qa performance and the rela-
ted measures of section 2.2 consider groups of an-
swers.

Nevertheless it is possible to see certain correla-
tion between the recall measure and qa accuracy.

This is because traditional QA accuracy measures
only accounts the correct answers, acknowledging
the recall. A system that always selects an answer
tends to increase recall and also qa accuracy.

On the other hand, we can see that the rankings
according to qa accuracy and estimated qa perfor-
mance are slightly different. For example in En-
glish case (see table 4), the system UA 1 performs
better than DFKI 1 (0.18 against 0.16) according
to qa accuracy, which means that UA 1 is bet-
ter selecting correct answers. However, DFKI 1 is
better detecting answers without correct answers
(0.43 of qa rej accuracy against 0.28 of UA 1).
That is to say, UA 1 is betting for selecting more
answers even incorrectly (see also that its precision
is lower than the one of DFKI 1 according to Table
2). According to estimated qa performance this
behavior is detected and DFKI 1 turns to have
better punctuation than UA 1 (0.24 against 0.23).
In other words, considering the possible gain in
performance that might be obtained by detecting
that all answers to a question are incorrect and
asking for new ones, the system DFKI 1 is better.
Therefore, the system DFKI 1 may help to obtain
better results in QA than the system UA 1 and
this is pointed out by estimated qa performance.

3.2 Analysis of the results

According to estimated qa performance there
are some systems able to outperform the best QA
system. This is the case of INAOE 1 in Spanish
(table 5) and many systems in the case of English
(table 4). This means that the use of current AV
systems in multi-stream QA could lead to outper-
form current QA systems.

However, the result of INAOE 1 over the best
QA system shows the importance of detecting ques-
tions without correct answers: if we do not con-
sider estimated qa performance and we only con-
sider qa accuracy, the AV systems cannot beat the
best QA system. In other words, the gain in per-
formance that the AV system could provide de-
pends not only in the correct selection of answers,
but also in the correct detection of questions with-
out correct answers.

4 Conclusions

In this paper we have presented a methodol-
ogy for evaluating AV systems that select answers
in multi-stream QA. For this evaluation, we have
defined two different set of measures.

The first group of measures (precision, recall
and F-measure) evaluates the validation of all an-
swers coming from all streams. Their goal is to
measure the ability of AV systems for detecting



Table 4. Comparing AV systems performance with QA systems in English.

System System qa accuracy qa rej accuracy estimated
Type (% of perfect selection) qa performance

Perfect selection AV 0.3 (100%) 0.70 0.51
DFKI 2 AV 0.21 (70%) 0.45 0.3

Iasi AV 0.21 (70%) 0.31 0.27
UA 2 AV 0.19 (65%) 0.10 0.21

DFKI 1 AV 0.16 (55%) 0.43 0.24
UA 1 AV 0.18 (60%) 0.28 0.23
UNED AV 0.16 (55%) 0.31 0.22

Text-Mess 1 AV 0.15 (50%) 0.34 0.2
UI QA 0.18 (60%) 0 0.18

Text-Mess 2 AV 0.12 (40%) 0.37 0.16
DFKI QA 1 QA 0.13 (45%) 0 0.13

Random AV 0.1 (35%) 0 0.1
DFKI QA 2 QA 0.04 (15%) 0 0.04

100% rejected AV 0 (0%) 0.70 0

Table 5. Comparing AV systems performance with QA systems in Spanish.

System System QA accuracy qa rej accuracy estimated
Type (% of perfect selection) qa performance

Perfect selection AV 0.59 (100%) 0.41 0.83
INAOE 1 AV 0.45 (75%) 0.20 0.54
Priberam QA 0.49 (83%) 0 0.49

UNED AV 0.42 (70%) 0.18 0.49
INAOE 2 AV 0.36 (61%) 0.25 0.45

UJA 1 AV 0.41 (68%) 0.01 0.41
INAOE QA QA 0.38 (63%) 0 0.38

Random AV 0.25 (41%) 0 0.25
MIRA QA 0.15 (26%) 0 0.15
UPV QA 0.13 (22%) 0 0.13

UJA 2 AV 0.08 (14%) 0.36 0.11
TALP QA 0.07 (12%) 0 0.07

100% rejected AV 0 (0%) 0.41 0



correct answers and only them. Therefore, we pro-
pose them for evaluating AV systems used for val-
idating, filtering or ranking answers.

The second group of measures evaluates the
performance in the selection of a single answer
from the pool given by several streams. We have
shown that it is not only important to acknowl-
edge the correct selection of answers, but also the
correct detection of questions without correct an-
swers. These two aspects are taken into account
by the measure estimated qa performance.

We hope that the use of estimated qa perfor-
mance will promote the development of systems
that not only detect correct answers, but also the
incorrect ones, improving QA performance.

Finally, according to the results obtained we
have seen that it is possible to outperform state of
the art QA systems by using multi-streams with
current AV systems. For example, in Table 4
there are 8 systems (DFKI 2, Iasi, UA 2, DFKI 1,
UA 1, UNED and Text-Mess 1) which outperforms
the better QA system (UI) according to the mea-
sure estimated qa performance.
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