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ABSTRACT

In this paper, I report the evaluation results of my best-
answer selection system at NTCIR-8 CQA Pilot Task. My
goal was to assess what features were useful to select best-
answers using a machine learning method. I submitted three
runs in the main task. They were lists of best-answer candi-
dates which were selected by a machine learning tool using
different sets of features and sorted in order of scores. I used
readability of questions and answerers’ attributes as features
in machine learning as well as basic features, such as length
of questions.
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1. INTRODUCTION

Question Community Question Answering (CQA) sites
have been growing as one of promising services on the web.
The participants of CQA sites post questions and answers to
share information with other participants. Questioning and
answering are voluntary without monetary rewards except
for comments from questioners to answerers and some kinds
of evaluations given by participants’ voting.

Sets of questions and their answers in CQA sites are thought
as databases of knowledge. They are a valuable resource for
the people who search for information. However, qualities
of them varied widely and there are problems for evaluating
and extracting useful knowledge from the thread and thrum.

Many reseachers have attempted to predict users’ satis-
faction and quality of answers and to find what features and
aspects have close relations with best-answers selection by
using clustering, machine learning and other methods|[1, 2,
6, 3].

I also investigated best-answer selection criteria and some
features to used for estimating answers through analysis of
question types and readability of questions and answers[7,
8, 9].

In this paper, I focus on some features to be used in ma-
chine learning and describe evaluation results. This is the
first time that NTCIR workshop proposed a task for CQA
research. The organizers of the NTCIR-8 CQA pilot task
described the details of the task in the overviews[4, 10|, so I
leave them out of this paper.

2. SUBMITTED RUNS

I used a machine learning tool SV M'"*[5] to score best-
answer candidates. SV M9 is an implementation of Vap-

nik’s Support Vector Machine[12].

The features used in machine learning were (1)readability
of answer, (2)length of answer, (3)number of answers posted
the answerer, (4)number of best-answers the answerer posted,
(5)ratio of best-answers to answers the answerer posted,
(6)ratio of answers to questions the answerer posted, (7)read-
ability of question, (8)length of question, (9)number of ques-
tions posted the questioner, (10)ratio of questions to answers
the questioner posted. The readability scores were computed
by a readability analyzer of Japanese texts Obi2[11]. Train-
ing data was 500 questions and their answers with three dif-
ferent sets of features, which were the set A: {(1),(3),(4),(5)},
the set B: {(1),(2),(3),(4),(5),(6)}, and the set C: all fea-
tures. I submitted three runs for the main task, LILY-1,
LILY-2, LILY-3, which were ranked using the sets A, B and
C respectively.

Table 1 shows the evaluation results of my runs using
cqa_eval and irfqa_eval2 N'TCIR distributes. The table in-
cludes the organizers’ run BASELINE-1 which ranks an-
swers at random to compare with mine. All three runs un-
derperformed BASELINE-1.

3. CONCLUSIONS

I participated in NTCIR-8 CQA task by taking a ma-
chine learning approach to best-answer selection. Poor per-
formance was observed using features I selected. 1 would like
to proceed with failure analysis and carry out an additional
experiment using other features.
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Table 1: Evalu

ation Result

S

RunlD

BA-Hit@l

GA-Hit@l

GA-nGal

GA-nDCG

GA-Q

UFA-Hit@1

UFBA-Hit@Q1

LILY-1

LILY-2

LILY-3
BASELINE-1

0.1767
0.1767
0.1767
0.2713

0.9887
0.9887
0.9887
0.9920

0.6883
0.6883
0.6883
0.7751

0.9096
0.9191
0.9142

0.9311

0.8927
0.9081
0.9002
0.9169

0.7733
0.7733
0.7733
0.8533

0.7847
0.7847
0.7847
0.8607
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