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ABSTRACT

For NTCIR-8 Workshop UC Berkeley participated in IR4AQA
(Information Retrieval for Question Answering) as well as
the GeoTime track. For IR4AQA we only did Japanese mono-
lingual search and English to Japanese bilingual search. Our
focus was thus primarily upon Japanese topic search against
the Japanese News document collection as in past NTCIR
participations. We preprocessed the text using the ChaSen
morphological analyzer for term segmentation. We utilized a
timetested logistic regression algorithm for document rank-
ing coupled with blind feedback. The results were satisfac-
tory, ranking second among IR4QA overall submissions for
Japanese.
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1. INTRODUCTION

UC Berkeley has participated in all eight NTCIR, work-
shops, concentrating primarily on the Cross-Language Infor-
mation Retrieval Tasks. In NTCIR-3 we also participated
in the Patent Retrieval task [3]. For the NTCIR Workshops
NTCIR-4[6], NTCIR-5 [7] and NTCIR-6 [8] tasks, we lim-
ited our participation to a portion of the Bilingual task,
specifically this search between Japanese and Chinese lan-
guages. For NTCIR-7 we participated in both the Patent
Mining task[9] and the IR4QA task[13]. Our document
ranking algorithm is a probability model based using the
technique of logistic regression [5] In this paper we describe
the Cheshire implementation of the “TREC2” logistic re-
gression algorithm with blind (or pseudo) feedback. Then
we will discuss the submissions for this track and how they
might be improved.

2. THE RETRIEVAL ALGORITHMS

Note that much of this section is based on one that appears
in our papers from CLEF participationf12, 11].

The basic form and variables of the Logistic Regression
(LR) algorithm used for all of our submissions were origi-
nally developed by Cooper, et al. [5]. As originally formu-
lated, the LR model of probabilistic IR attempts to estimate
the probability of relevance for each document based on a
set of statistics about a document collection and a set of
queries in combination with a set of weighting coefficients
for those statistics. The statistics to be used and the values
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of the coefficients are obtained from regression analysis of
a sample of a collection (or similar test collection) for some
set of queries where relevance and non-relevance has been
determined. More formally, given a particular query and
a particular document in a collection P(R | Q, D) is calcu-
lated and the documents or components are presented to the
user ranked in order of decreasing values of that probability.
To avoid invalid probability values, the usual calculation of
P(R | Q,D) uses the “log odds” of relevance given a set of
S statistics, s;, derived from the query and database, such
that:

s
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where by is the intercept term and the b; are the coeffi-
cients obtained from the regression analysis of the sample
collection and relevance judgements. The final ranking is
determined by the conversion of the log odds form to prob-
abilities:

(log O(RIQ, D)

P(R]Q.D) = 1 oman ®

Of course, this last transformation is not actually neces-
sary since the log odds could also be used directly to rank
the results, but we do it in the cheshire system so that the
result of any operation is a probability value for each item
retrieved.

2.1 TREC2 Logistic Regression Algorithm

For IR4QA we used a version the Logistic Regression (LR)
algorithm that has been used very successfully in Cross-
Language IR by Berkeley researchers for a number of years[4].
The formal definition of the TREC2 Logistic Regression al-
gorithm used is:
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where C' denotes a document component (i.e., an indexed
part of a document which may be the entire document) and
Q a query, R is a relevance variable,

p(R|C, Q) is the probability that document component C'is
relevant to query @,

p(R|C,Q) the probability that document component C is
not relevant to query @, which is 1.0 - p(R|C, Q)

|Qc| is the number of matching terms between a document
component and a query,

gt f; is the within-query frequency of the ¢th matching term,

tf; is the within-document frequency of the ith matching
term,

ctf; is the occurrence frequency in a collection of the ith
matching term,

gl is query length (i.e., number of terms in a query like |Q)|
for non-feedback situations),

cl is component length (i.e., number of terms in a compo-
nent), and

N is collection length (i.e., number of terms in a test col-
lection).

¢y, are the k coefficients obtained though the regression anal-
ysis.

If stopwords are removed from indexing, then ¢l, ¢/, and
N are the query length, document length, and collection
length, respectively. If the query terms are re-weighted (in
feedback, for example), then ¢tf; is no longer the original
term frequency, but the new weight, and ¢l is the sum of the
new weight values for the query terms. Note that, unlike
the document and collection lengths, query length is the
“optimized” relative frequency without first taking the log
over the matching terms.

The coefficients were determined by fitting the logistic re-
gression model specified in log O(R|C, Q) to TREC training
data using a statistical software package. The coeflicients,
¢k, used for our official runs are the same as those described
by Chen[l]. These were: ¢co = —3.51, ¢1 = 37.4, ¢z = 0.330,
c3 = 0.1937 and ¢4 = 0.0929.

2.2 Okapi BM25 Algorithm

The version of the Okapi BM25 algorithm used in these
experiments is based on the description of the algorithm in
Robertson [15], and in TREC notebook proceedings [16]. As
with the LR algorithm, we have adapted the Okapi BM25
algorithm to deal with document components (including full
documents):
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Where (in addition to the variables already defined):
K is ki((1 —b) + b - dl/avcl)

k1, b and ks are parameters (1.5, 0.45 and 500, respectively,
were used),

avcl is the average component length measured in bytes

w® is the Robertson-Sparck Jones weight:
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r is the number of relevant components of a given type that
contain a given term,

R is the total number of relevant components of a given
type for the query.

Our current implementation uses only the a priori ver-
sion (i.e., without relevance information) of the Robertson-
Sparck Jones weights, and therefore the w® value is effec-
tively just an IDF weighting.

2.3 Blind Relevance Feedback

In addition to the direct retrieval of documents using the
TREC?2 logistic regression algorithm described above, we
have implemented a form of “blind relevance feedback” as a
supplement to the basic algorithm. The algorithm used for
blind feedback was originally developed and described by
Chen [2]. Blind relevance feedback has become established
in the information retrieval community due to its consis-
tent improvement of initial search results (in terms of mean
average precision) as seen in TREC, CLEF and other re-
trieval evaluations [10]. The blind feedback algorithm is
based on the probabilistic term relevance weighting formula
developed by Robertson and Sparck Jones [14].

Blind relevance feedback is typically performed in two
stages. First, an initial search using the original topic state-
ment is performed, after which a number of terms are se-
lected from some number of the top-ranked documents (which
are presumed to be relevant). The selected terms are then
weighted and then merged with the initial query to for-
mulate a new query. Finally the reweighted and expanded
query is submitted against the same collection to produce
a final ranked list of documents. Obviously there are im-
portant choices to be made regarding the number of top-
ranked documents to consider, and the number of terms to
extract from those documents. For ImageCLEF this year,
having no prior data to guide us, we chose to use the top
10 terms from 10 top-ranked documents. The terms were
chosen by extracting the document vectors for each of the
10 and computing the Robertson and Sparck Jones term rel-
evance weight for each document. This weight is based on a
contingency table where the counts of 4 different conditions
for combinations of (assumed) relevance and whether or not
the term is, or is not in a document. Table 1 shows this
contingency table.

Table 1: Contingency table for term relevance
weighting
Relevant | Not Relevant
In doc Rt Nt — Rt Nt
Not in doc | R — R N—-N,—R+R: | N— Ny
R N—R N

The relevance weight is calculated using the assumption
that the first 10 documents are relevant and all others are
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not. For each term in these documents the following weight
is calculated:

Ry
R— Ry .
N (5)
N—N¢—R+Ry

wy = log

The 10 terms (including those that appeared in the origi-
nal query) with the highest w; are selected and added to the
original query terms. For the terms not in the original query,
the new “term frequency” (gtf; in main LR equation above)
is set to 0.5. Terms that were in the original query, but
are not in the top 10 terms are left with their original ¢t f;.
For terms in the top 10 and in the original query the new
qtfi is set to 1.5 times the original gtf; for the query. The
new query is then processed using the same LR algorithm
as shown in Equation 3 and the ranked results returned as
the response for that topic.

3. RESULTS FORNTCIR-8 OFFICIAL RUNS

Table 2: Submitted IR4QA Runs

RunlID Type Mean | Mean
MAP Q nDCG

BRKLY-EN-JA-01-DN | EN=JA | 0.36 0.38 0.59

BRKLY-EN-JA-02-T EN=JA | 0.35 0.36 0.54

BRKLY-JA-JA-01-DN | JA=JA | 0.43 0.45 0.65

BRKLY-JA-JA-02-T JA=JA 0.41 0.43 0.63

BRKLY-JA-JA-03-DN | JA=-JA 0.16 0.16 0.31

BRKLY-JA-JA-04-DN | JA=JA | 0.32 0.34 0.58

BRKLY-JA-JA-05-T JA=JA | 0.30 0.32 0.54

Table 2 shows the results for our official submitted runs
for the IR4QA task. Among the Monolingual Japanese runs
(type = JA=-JA) the runs used different combinations of
the algorithms described above. During the indexing pro-
cess all of the data from the Mainichi newspaper database
was segmented using the ChaSen segmentation software!,
and each segment was indexed as a “word”. In addition
a stoplist used in earlier NTCIR tracks was used to elimi-
nate common words. For query processing each of the topic
texts (QUESTION and NARRATIVE) were segmented us-
ing ChaSen for Monolingual runs, and the Japanese text
generated by Google Translate® from the English text was
segmented the same way for bilingual runs. Segmentation
actually involved multiple steps since the UTF-8 topics had
to be tranformed to EUC encoding for segmentation and
then back to UTF-8 for matching with the database (stored
as UTF-8).

We submitted 2 Bilingual runs (EN=-JA) and 5 mono-
lingual JA runs for our official entry. The following in-
formation and the information on performance measures in
Table 2 is presented in the TR4QA overview paper in this
volume [17]. The three effectiveness metrics for evaluat-
ing the IR4QA runs: Mean Average Precision (MAP), Q-
measure (Mean Q) and a version of normalised Discounted
Cumulative Gain (Mean nDCG) described in the overview

"http:/ /chasen-legacy.sourceforge.jp/
*http://translate.google.com /#

paper[17]. The results shown here are from the dedupli-
cated relevance data. The best performing run submitted
by Berkeley was BRKLY-JA-JA-01-DN, which used prob-
abilistic retrieval based on logistic regression (the TREC2
Algorithm above) with blind feedback on the QUESTION
and NARRATIVE topic text. The next best performing
(BRKLY-JA-JA-02-T) used the same algorithm and blind
feedback approach, but used only the QUESTION text from
the topic. BRKLY-JA-JA-03-DN, the worst performing of
our monolingual runs, used the Okapi BM25 algorithm with
no blind feedback. Interestingly another of the participat-
ing groups also used the Okapi algorithm and the results
reported in the overview paper[17] are virtually identical for
their runs and ours. The mid-performing runs BRKLY-JA-
JA-04-DN and BRKLY-JA-JA-05-T use the logistic regres-
sion algorithm, but omit the blind feedback step for both the
QUESTION and NARRATIVE topic text and the QUES-
TION alone, respectively.
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