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ABSTRACT

In this paper, we propose a spoken document retrieval method
which combines query expansion with continuous syllable
recognition. The proposed method expands a query by us-
ing words from the web pages collected by a search engine. It
is assumed that relevant document vectors exist on the plane
which is constructed from the query vector and the extended
vector. The weight parameter between a target document
vector and a query vector is calculated for query expansion.
In addition, target documents are mapped not only to space
constructed by continuous word speech recognition results,
but also to space constructed by syllable speech recognition
results. Then, the proposed method calculates a distance
between the query vector and the document vector for each
space and combines these distances. For evaluating the pro-
posed method, we conducted spoken document retrieval ex-
periments on the SpokenDoc task of the NTCIR-9 meeting.
The experimental results showed that the proposed method
improved the mean average precision score from the baseline
provided by the meeting organizer of 0.392784 to 0.406085
when running the formal run of SpokenDoc task.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms

Algorithms, Experimentation, Performance
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1. INTRODUCTION

With the rapid growth of online information, e.g., the
World Wide Web (WWW), a large collection of full-text doc-
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uments are now available, and opportunities for retrieving
a useful information have increased. Information retrieval
is now becoming one of the most important issues for han-
dling large amounts of text data. In addition, there are also
many other kinds of media data, such as pictures, movies,
music, speech, and so on, on the Internet. Opportunities to
retrieval these media data are also increasing.

Two spoken document retrieval tasks were added to the
NTCIR-9 meeting, Spoken a Document Retrieval task (SDR)
and a Spoken Term Detection task (STD). Our group, whose
name is “Team Big Four Dragons (TBFD)”, will participate
in the SDR task at NTCIR-9. To perform this task, we
need to the requested information from the target docu-
ments, which are spoken documents translated by an au-
tomatic speech recognition system (ASR).

Typical SDR systems first transforms speech into word or
sub-word sequences using an automatic speech recognizer.
The system then builds indexes of these words for text re-
trieval. Because there are some recognition errors and out-
of-vocabulary (OOV) terms in the target documents, it is
difficult to retrieve documents using only the keyword re-
trieval method.

Some methods have been proposed for retrieving spoken
documents. One method is to use sub-word units instead of
words for the index[4]. This method avoids the OOV prob-
lem. In addition, a method using a combination of phone-
based and word-based recognition results has been proposed
for speaker term detection[2]. For dealing with recognition
errors, indexes have been constructed using of words in a
lattice/confusion matrix[3].

In this paper, we propose a novel spoken document re-
trieval method combining query expansion with continuous
syllable recognition. In our method, the target documents
and queries are represented as vectors by a vector space
model (VSM). The VSM is an approach for mapping doc-
uments into a space associated with the index terms in the
documents. Our method maps documents to multiple spaces
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Figure 1: Mapping documents to vector spaces using
VSMs

which are constructed of words and sub-words. We believe
that the proposed method can find relevant documents by
using large amount of information of documents to repre-
sent the target documents in multiple spaces. It is difficult
to retrieve relevant documents using the query vector if the
number of index terms in the query is small. Hence, the pro-
posed method expands the query vector by using web pages
collected from the Internet. For query expansion, we pro-
pose a method which calculates a weight parameter between
the original query vector and the expanded vector.

Because the proposed method represents the document
in multiple spaces, we can calculate a distance between the
document vector and the query vector in each space. We
believe the combination of these distances can improve re-
trieval performance because the distances calculated in mul-
tiple spaces represent different levels of similarity, which can
be used for retrieval. Therefore, in this paper, we propose a
distance combination method.

This paper is organized as follows. In the following sec-

tion, we introduce the VSM and describe the proposed method.

Section 3 shows spoken document retrieval results of a dry
run and a formal run. In Section 4, we discuss our findings
and future plans for using the proposed method. Finally, in
Section 5, we summarize our conclusions.

2. PROPOSED METHOD

2.1 Vector Space Model

A VSM maps the target document and query to vector
spaces constructed using the index terms. The vector spaces
used for the proposed method are constructed as follows
(the flow of this construction is shown in Fig.1.) In this
paper, we use target documents which are speech recognition
results provided by the NTCIR-9 organizer. Hence, it is not
necessary to perform morphological analysis because speech
recognition results are divided into words.

1. Index terms

Nouns, katakana sequences, and alphabet sequences
are used for the index terms of word-level VSMs. In
the pronunciation dictionary, the morpheme numbers
of nouns, katakana sequences, and alphabet sequences
are from 4 to 32, 84, and 88, respectively.

The index terms of syllable-level VSMs are syllable 3-
grams.

2. Index term weighting

By using the index terms, every documents and query
are represented as a feature vectors. In this paper, we
used three kinds of term weighting methods, which are
described as follows:

e Term Frequency (TF)
For the word-level VSM, TF is calculated by us-
ing the N-best speech recognition candidates, as
shown in the following equation:

N
TF?,
dij = ij (1)

n=1

where d;; indicates the value of the jth index term
in the ith document. TF7; is the term frequency
of the jth index term in the ith document which
is the nth speech recognition candidate.

e Term Frequency - Inverse Document Frequency
(TF-IDF)
In addition to TF, inverse document frequency is
used for term weighting. The TF-IDF is calcu-
lated using the following equation:

N
TF™
dj = n”IDF, (2)
n=1

u(8) o

where D and D; indicate the total number of doc-
uments and the number of documents in which
the jth term index appears.

e Binary Weight
In this weighting method, the term weighting is
1 when the term appears in the document. If
the term does not appear in the document, the

term weighting is 0. The term weight is calculated
using the following equation:

IDF

N
. TF
di;j = 1if Zl n] > 0, (4)
or (5)
N
TF™
di; = 0 if R (6)
n=1 n

2.2  Query Expansion

Although documents which are speech recognition results
are divided into words, queries are in the form of a sen-
tences. Hence, we first perform a morphological analysis of
the query sentence. Then, using the morphological analy-
sis results, we construct the query vector using the same
procedure described in the previous section. If the number
of index terms in the query is very small, it is difficult to
retrieve relevant documents using the query vector. The av-
erage number of index terms in a query was only 4.9 under
the conditions of the dry run of SpokenDoc task. Therefore,
we expand the query in order to better retrieve relevant doc-
uments. Query expansion is an effective technique used to
add more useful words to a query. Next, we will describe
the query expansion method used in this paper.
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We begin query expansion by performing a morphologi-
cal analysis of the query sentence and selecting nouns from
the morphological analysis results. Then, using the selected
nouns, we search for web pages from the Internet using a
search engine. We perform a morphological analysis of these
web pages and calculate the expanded vectors in the same
way as we did during VSM construction.

The expanded query vector, g, is calculated using Equ.(8):

q: (1 7a)qo+aqe7 (8)

where @ is the expanded query vector which is used for
spoken documents retrieval. g, and g, are the original
query vector constructed from the query sentence and the
expanded vector constructed from the collected web pages,
respectively. « is the weight parameter between the original
query vector and the expanded vector.

Although Equ.(8) is similar to the Rocchio-based relevant
feedback method, our query expansion method uses infor-
mation from web pages which are searched with the query
instead of utilizing user feedback. In the Rocchio-based feed-
back method, it is important to determine the weight param-
eter in order to improve retrieval performance. Therefore, in
this paper, we propose a novel weight parameter calculation
method.

We believe that the optimal value of the weight parameter
of query expansion is different for each document. In order
to determine the optimal value of the weight parameter of
query expansion, we assume that there are relevant docu-
ments in the space which is constructed between the original
query vector and the expanded vector (we will call this “rel-
evant document modeling” hereafter) shown in Fig.2. This
method determines the weight parameter by minimizing the
distance between the expanded query vector and each doc-
ument vector. The weight parameter of query expansion,
a(q,,,d:), is calculated using the following formula.

a(qm’di) = argmac,, (COS(di, EIm)) (9)
d;-q )
argmaz, | s 10
(i (10
di- (aq,+ (1 —a)g )>
= argmaz, ° <] .(11
(e )
g dy is calculated using following equation:
a(qm’di) _(2((qo ) qo)(dZ : dl))((qe - qo) : dl) -
(2((]0 : (qe - qo))(dZ : dl))(qo ) dl))
(z(qo : (qe - qo))(dl : dl)(qe - qo) : dl -
(9. —4a,) - (g. —q,)(di - di)(q,-d) "

(12)

2.3 Combination of distance

In our method, there are different types of VSMs (word-
level VSMs with or without query expansion, and syllable-
level VSMs), and different types of term weighting meth-
ods (TF, TF-IDF, and Binary Weight), for spoken doc-
ument retrieval. The retrieval documents produced using
each method are different because each method uses differ-
ent information from the documents. Therefore, we combine
these methods for retrieving more relevant documents. In
this paper, we specifically propose a spoken document re-
trieval method combining query expansion with continuous

v

Figure 2: Relevant document modeling

syllable recognition.
The proposed method combines the distances calculated
by the VSMs as shown in the following equation:

dist = Zﬁkcosk (di,q), (13)
3

where cosy () indicates the cosine distance of VSMy, and Gy, is
the weight parameter of each cosine distance. Using the dis-
tance calculated by Equ.(13), the proposed method retrieves
the documents. We believe that the proposed method ob-
tains more relevant documents than conventional methods
because the proposed method uses a large amount of infor-
mation, namely word and syllable recognition results, for
spoken document retrieval.

3. EXPERIMENTS

In order to evaluate the proposed method, we conducted
the spoken document retrieval experiment under the condi-
tions of the SpokenDoc task of NTCIR-9[1].

3.1 Experimental conditions

For the target documents, we use the speech recognition
results provided by the NTCIR-9 organizer. In this experi-
ment, we focus on a lecture retrieval of SpokenDoc task.

For index terms, we use the following words:

e Index terms of word-level VSM:

From a vocabulary list used in word-based ASR sys-
tem, we choose nouns, alphabet sequences, and katakana
sequences for the index terms of our word-level VSM.
The morpheme numbers of the nouns is from 4 to 32,
the morpheme number of katakana sequences is 84, and
the morpheme number of alphabet sequences is 88 in
this vocabulary list. As results, the total number of
index terms of our word-level VSM is 14,716.

e Index terms of syllable-level VSM:
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Table 1: Retrieval results of each method

Term weight | VSM level | N | MAP
TF word 2 | 0.1870
TF-IDF word 5 | 0.3412
Binary word 1 | 0.2305
TF-IDF syllable 1 | 0.2924

For index terms of our syllable-level VSM, we choose
the syllable 3-grams from the syllable-based transcrip-
tion.

The total number of index terms of our syllable-level
VSM is 208,541.

For index term weighting, we use the following method:
e TF for word-level VSM
o TF-IDF for word-level VSM
e Binary Weight for word-level VSM
e TF-IDF for syllable-level VSM

For the queries, morphological analysis is performed, then
the index terms are chosen. For the syllable-based VSM, the
queries are translated into katakana sequences.

Using the nouns of each query, we obtain the web pages
from Wikipedia using Google’s search-engine. The index
terms selected from these web pages are used for query ex-
pansion (q, in Equ.(8)).

Mean Average Precision (MAP) is used for the evaluation.
The MAP is calculated as follows:

1
MAP = — AveP,, 14
q 2 vl (14)

where AveP, indicates the average precision of query, q.

3.2 Dry Run Results

This section describes the experimental results of the dry
run. In the following sections, we describe

e Results of each VSM,
e Efficiency of query expansion,
e Evaluation of the proposed method,

e Evaluation of distance combinations.

3.2.1 Results of each method

First, we compare the MAP of each term weighting method
of each VSM. Table 1 shows the MAP of each method. We
also show the number of speech recognition candidates used
for VSM construction (column N'), which showed the highest
MAP for each method.

Table 1 shows that the use of multiple speech recognition
candidates improves MAP under the condition of word-level
VSM with TF-IDF weighting. These results imply that the
index terms which are important for retrieval are lacking if
there are recognition errors within the best candidate. More-
over, we can confirm that TF-IDF is more suitable for spo-
ken document retrieval compared to TF. Therefore, we will
use TF-IDF as our weighting method for word-level VSMs
in the following experiments. This table also shows that
the MAPs of binary weighted word-level VSM and TF-IDF
weighted syllable-level VSM are lower than that of TF-IDF
weighted word-level VSM.
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Figure 3: Experimental results of query expan-
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Figure 4: MAP scores with different «

3.2.2  Results of query expansion

In this section, we describe experimental results of the
query expansion. We conduct our query expansion under
the condition at word-level VSM with TF-IDF weighting,
the method which showed the highest MAP.

Figure 3 shows the MAP scores with different speech recog-
nition candidates and different numbers of web pages used
for query expansion. In this experiment, the value of the
weighting parameter of query expansion, which is « in Equ.(8),
is 0.6. From this figure, we can see that query expansion
improves MAP for spoken document retrieval. The figure
also shows that MAP with different speech recognition can-
didates is slightly different when the number of candidates
() is more than two. Based on this result, we believe that
the number of index terms in the expanded query vector does
not increase, even if the number of candidates increases to
two or more.

On the other hand, the figure shows that MAP is the high-
est when the number of web pages used for query expansion
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Figure 6: Experimental results of proposed method
with restriction

is three. Because the web pages used for the query expan-
sion are collected from Wikipedia by Google’s search engine,
the amount of information unnecessary for spoken document
retrieval is much less as compared to unnecessary informa-
tion collected from all web-sites. However, from this figure,
we can also see that when web pages whose search rank was
four or more were used, there was a negative impact on re-
trieval performance. From this result, the number of web
pages and the number of speech recognition candidates for
query expansion are set to three and two, respectively, in
the following experiments.

Fig.4 shows the MAP with different query expansion weight
parameters (« in Equ.(8)). From this figure, we can see that
MAP is the highest when « is 0.7. In this experiment, the
number of index terms in the original query vector is sig-
nificantly smaller (the average number of index terms in a
query vector is 4.9). Therefore, the weight parameter of the
query expansion is larger than 0.5 because the expanded vec-
tor, which is constructed from searched web pages has more

useful information compared to the original query vector.

3.2.3  Results of the proposed method

In this section, we describe the experimental results of
the proposed method in the dry run experiment. Figure
5 shows the experimental results of the proposed method
with different speech recognition candidates and different
numbers of web pages used for query expansion when the
weight parameter of query expansion, d,.q,) in Equ.(9),
is not restricted. Figure 6 shows the experimental results of
the proposed method with different speech recognition can-
didates and different numbers of web pages used for query
expansion when the weight parameter, d,q..) in Equ.(9),

is restricted from 0.0 to 1.0.

From these figures, we can see that the highest MAP score
occurred when the number of web pages used for query ex-
pansion is one. From investigation of these results, we can
see that the weight parameter of the query expansion tends
to be large, i.e., the expanded vector is more important than
the original query vector for retrieval. However, MAP scores
of the proposed method do not surpass those of the best
method without query expansion (word-level VSM with TF-
IDF term weighting).

By comparing Fig.5 and Fig.6, we can see that the MAP
scores of the proposed method with restriction are slightly
higher than those of the proposed method without restric-
tion. The proposed method determines the value of the
weight parameter of the query expansion where the distance
between the document vector and the expanded query vec-
tor becomes the smallest. Hence, the expanded query vec-
tor has negative elements if the value of weight parameter is
more than 1.0 or less than 0.0. We believe that this causes
the degradation of the MAP score. We will investigate the
details of these experimental results in the future.

3.2.4 Combination of distances

In this section, we combine the distances which are calcu-
lated using the binary weight of the word-level VSM, TF-
IDF weighting of the word-level VSM with query expansion,
and TF-IDF weighting of the syllable-level VSM.

The distance is calculated using the following equation:

dist = (1— 1 — B2)cosuwn(di,q)
+51 coSwe(di, q) + B2 cossyi(di, q),  (15)

where the cosws(), coswe(), and cossyi() indicate the cosine
distances calculated by binary weight of the word-level VSM,
TF-IDF weighting of the word-level VSM with query expan-
sion, and TF-IDF weighting of the syllable-level VSM, re-
spectively. 01 and (2 are weight parameters for the distance
combination.

Fig.7, Fig.8, and Fig.9 show the experimental results of
the distance combination method with different weight pa-
rameters for distance combination. In addition, Tab.2 shows
the experimental results of the proposed distance combi-
nation method with the highest MAP score. Comparing
the previous results, which are the results of the individ-
ual methods shown in table 1, Fig.3, Fig.4, Fig.5, and Fig.6,
the distance combination method improves MAP scores over
those of individual methods. Therefore, it is concluded that
the distance combination method is the most efficient for
spoken document retrieval.

By comparing distance combination methods, we can see
a similar tendency in the weight parameters of distance com-
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Table 2: Retrieval results of distance combination

« ﬁl ﬁg MAP
0.7 0.2 0.4 | 04017
Proposed with RES | 0.1 0.3 | 0.3988
Proposed w/o RES | 0.2 0.3 | 0.4002

Table 3: Formal run results

Method 1 | 0.426962
Method 2 | 0.405018
Method 3 | 0.406085
Baseline | 0.392784

bination (81 and (32) for the three methods. Moreover, the
MAP score of the fixed weight parameter of query expan-
sion shown in table 2 is higher than those of the proposed
method.

3.3 Formal Run Results

In this section, we describe the spoken document retrieval
results of the formal run. The experimental conditions are
the same as the dry run. The details of the experimental
conditions and the queries are described in the organizer’s
overview paper[l]. We made a minor improvement in the
use of morphological analysis results and thus the optimal
weights are slightly different from the previous submission.

In this experiment, we evaluate the following three meth-
ods which are described in 3.2.4.

e Method 1

For the weight parameter of query expansion, « is set
to 0.6. For the weight parameter of distance combina-
tion, 81 and B2 are 0.5 and 0.2, respectively.

e Method 2

The weight parameter of query expansion is calculated
using the proposed method with parameter restriction
(0.0 < a <1.0). For the weight parameter of distance
combination, 81 and B2 are 0.4 and 0.1, respectively.

e Method 3

The weight parameter of query expansion is calculated
using the proposed method without parameter restric-
tion (0.0 < a < 1.0 ) For the weight parameter of
distance combination, 8; and (2 are 0.4 and 0.1, re-
spectively.

Using these conditions for each method showed the highest
MAP scores during the dry run experiment.

Table 3 shows the experimental results of the formal run.
In this table, we also show the baseline result which was
provided by the NTCIR-9 organizer. From this table, we
can see that all methods improve the MAP score over that
of the baseline.

4. DISCUSSION

According to various research including ours in this pa-
per, some directions for improvement of spoken document
retrieval are suggested.

To tackle the unknown word problem, we have to use not
only word-level recognition but also sub-word level recog-
nition. Our results show that syllable recognition meth-
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ods can improve retrieval performance. More accurate sub-
word modeling, such as bi-syllable modeling or a breakdown
of word-level recognition results, are promising approaches.
Syllable sequence matching may be an effective way to re-
duce mis-recognition. Needless to say, the improvement of
continuous word recognition accuracy heavily affects the fi-
nal retrieval results.

Query expansion is also effective and we can easily imagine
that the quality and quantity of the expanded query relate to
retrieval performance. We used Wikipedia as the source of
query expansion in the experiments, but we also conducted a
pilot experiment using a general Google search. The search
results may contain a lot of garbage, but effective words
must occur much more often.

The results using a Google search for the query expan-
sion are shown in Fig.10. This figure can be compared
with Fig.3. We obtained an improvement of more than 0.01
of MAP score by using a general Google search over us-
ing Wikipedia alone. The best score was with the 17-best
documents used for the expansion (much more than with
Wikipedia). A Google search can extract a wider variety of
documents than Wikipedia, with the result that the query
could discover the relevant document more robustly. Com-
bining this with binary-weighted vector space and continu-
ous syllable recognition-based vector space, we obtained a
MAP score of 0.4077, which is better than using Wikipedia
alone.

We believe that “relevant document modeling” must be
important. As mentioned in Section 2.2, we proposed a
new query expansion method using automatic determina-
tion of a set of weights for the query vector and the vec-
tor corresponding to the documents used for the expansion
(we’ll call it the “expansion vector” hereafter) for each spo-
ken document. Mathematically speaking, the combination
of these vectors has one degree of freedom and we calcu-
late the cosine distance between the combined vector and a
document vector. From the geometrical viewpoint, this is
equivalent to calculating the cosine of the angle between a
document vector and the plane spanned by the query and
expansion vectors. We can interpret that we model the set
of relevant documents by the plane, which consists of the
combined vectors with arbitrary weights for the query vec-
tor and expansion vector. This plane has more freedom than
the vector defined by a fixed weight, but the freedom is very
limited. We then give more freedom to the model. We treat
a vector of each word included in the query (that is, a vector
whose elements are all set to zero except only one element
to one) as a basis and freely combine the bases to make a
document subspace, which we consider as a model of the
relevant documents. To evaluate a document, we calculate
the cosine between the document vector and the vector pro-
jected on the space. This is a kind of subspace method in
the pattern recognition research fields. As for the expansion
vector, the term frequencies of the expansion document are
more reliable than those of the query because the expansion
documents, extracted from a huge number of web pages, are
much larger than the query. So we retain the relative fre-
quencies among the words included in the document except
for the words also included in the query. We set the elements
of the expansion vector corresponding to the words in the
query to zeros and then the vector is normalized to the unit
length. This operation makes the vector orthogonal with
the vectors of single words and thus we can apply subspace
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Figure 10: Experimental results of query expan-
sion(QE) using Google search

methods to calculate similarities such as cosine distance. So
far, we have not obtained good results (MAP scores of up to
only 0.2630), so we will investigate and refine this subspace-
based approach to achieve better results.

5. SUMMARY

In this paper, we have proposed a spoken document re-
trieval method combining query expansion with continuous
syllable recognition. The proposed method maps documents
to multiple spaces constricted by index terms of composed
words and syllables. In addition, at the word level, the pro-
posed method expanded a query vector using text from web
pages and calculated an expanded query vector. The pro-
posed method calculates a weight parameter of the query
expansion for each document, i.e., the weight parameter of
each document is different even if the query is the same.
Then, the distances between a query and different docu-
ments are calculated on each space, and these distances are
combined to achieve spoken document retrieval.

To evaluate the proposed method, a spoken document re-
trieval experiment was conducted using the SpokenDoc task
from the NTCIR-9 meeting. Experimental results showed
that the proposed method improved the mean average pre-
cision score (MAP) above the baseline provided by the orga-
nizer of NTCIR-9 meeting, although the MAP score of the
proposed method was slightly lower than methods which
used a fixed weight value against the query.

In future work, we plan to investigate and refine the subspace-
based approach, described in the Discussion section to achieve
better results.
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