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ABSTRACT

This paper describes cross-lingual link discovery method of ISTIC
used in the system evaluation task at NTCIR-9. In this year's
evaluation, we participated in cross-lingual link discovery task
from English to Chinese. In this paper, we mainly describe our
understanding for CLLD, the key techniques of our system, and
the evaluation results.
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1. INTRODUCTION

What is Cross-lingual link discovery (CLLD)[1]? NTCIR-9
website said that CLLD is a way of automatically finding
potential linking between isolated documents in different
languages. As it were, CLLD was born from CLIR (cross-
lingual information retrieval). CLIR strives to find virtual
link between the provided cross-lingual query and the
retrieval documents. To CLLD, there are no the “provided
cross-lingual query”. So we should try our best to find the
possible “query” in the documents of source language first
and these “queries” are called “anchors” in CLLD. We
consider, the most important task of CLLD is to find “key
words or phrases” in source document.

On the basis of finding the precise anchors, there would
be the good “queries” for CLLD. Next, we have to pay
more attention to extract the significant words from
documents. There are some translation tools available such
as Google Translate [2], so query translation for CLIR is
not the main tasks for us. Establishing the searching engine
is also a subordinate task. We do all works on our existing
IR platform.

This paper is organized as follows. In section 2, we will
present the overview of our CLLD system. In section 3, we
will introduce the multi-filtering methods used to find
anchors in documents. In section 4, query translation
method and information retrieval method will be narrated
and listed. In section 5, experimental results will be shown
and the analysis will be given. In section 6, we will see the
conclusion for this paper.

2. SYSTEM OVERVIEW

Figure 1 presents our system architecture.
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Figure 1. Our system architecture.

There are main four parts in our system for CLLD. They
are pretreatment module, IE (Information Extraction)
module, translation engine and IR (Information Retrieval)
platform. Test documents of source language (English in
our tasks) are files in XML format. Pretreatment module
analyzed and processed these XML files. By doing this,
the content in important tags (such as “title” tag, “id” tag,
“bdy” tag et al.) of XML files would be extracted and XML
files would be turned to TXT files.

In second part, four filtering methods would be used to
extract the important words or phrases from files after
pretreatment above. These extracted words or phrased
would be call “anchors” in this paper.

In third and fourth part, anchors got from the second
part would be translated into target language (Chinese in
our tasks) and would be as the queries for CLIR. We use
Google Translate as our translation engine. By IR platform,

— 520 —



Proceedings of NTCIR-9 Workshop Meeting, December 6-9, 2011, Tokyo, Japan

Chinese documents would be searched and passed to the
users in the end.

3. MULTI-FILTERING METHODs
3.1 Related Works

The process of finding anchors from documents is actually
the process of extracting information from text. Extracting
information from text is a challenging task for natural
language processing researchers as well as a key problem
for many real-world applications. In the last few years, the
NLP community has made substantial progress in
developing systems that can achieve good performance on
information extraction tasks for limited domains [3]. The
purpose of information extraction (IE) systems is to extract
domain-specific information from natural language text. IE
systems typically rely on two domain-specific resources: a
dictionary of extraction patterns and a semantic lexicon.
The extraction patterns may be constructed by hand or may
be generated automatically using one of several techniques

[4].

In the past, IE has been used on small, homogeneous
corpora such as newswire stories or seminar
announcements. As a result, traditional IE systems are able
to rely on “heavy” linguistic technologies tuned to the
domain of interest, such as dependency parsers and Named-
Entity Recognizers (NERs). These systems were not
designed to scale relative to the size of the corpus or the
number of relations extracted, as both parameters were
fixed and small. The problem of extracting information
from the Web violates all of these assumptions. Corpora are
massive and heterogencous, the relations of interest are
unanticipated, and their number can be large. Michele
Banko [5] et al. proposed an Open Information Extraction
(OIE) method. OIE is a new extraction paradigm that
facilitates domain independent discovery of relations
extracted from text and readily scales to the diversity and
size of the Web corpus. In this paper, we present a novel
and simple multi-filtering based IE method. No dictionaries
used and no limited domains. By analyzing the document
only, we can get the relatively accurate anchors soon.

3.2 Multi-filtering based IE method

(1)First filtering

There are different stop words list for different language.
Stop words are terms that appear so frequently in text that
they lose their usefulness as search terms, such as adverbs,
articles, auxiliary, et al. In common preprocessing for
documents, the stop words would be filtered first. But in
our experiments, the stop words and the punctuation would
be the separating characters to separate the long paragraph
into short text segments and the process could be called the
first filtering for documents. After this, one document
would be separated into many little text segments. These
text segments need more filtering for finding anchors.

(2)Second filtering

In this stage, the word frequency statistics could be done to
get the low frequency words (some threshold should be set
here). That is to say, the low frequency words which is
lower than threshold value could act as the new stop words
only for this document. We consider different words will
act as different roles in different documents. These selected
low frequency words would be the new separating
characters to separate the short text segments above, and
we could get some new words and multi-word phrases.

(3)Third filtering

To filter more useless words and phrases, we should
employ the third filtering method to reduce the noise. In
this phase, pos tagging would be done first. Then, some
kinds of words (such as adjective, adverb and verb, et.al)
and some POS collocation modes (such as nountverb,
adj.+adj., et.al) would be used to filter the words and
phrased getting from the steps above. After the process here,
we could get the candidate words and phrases with lesser
noise.

(4) Fourth filtering

In this stage, some weighting rules would be used to select
the final words and phrases as anchors. Specially, the
candidate phrases could be sorted by their weights. We use
an ingenious method to do this job. First, set a threshold
value for word frequency. The candidate words got from
part (3) above would be filtered and only the words which
are higher than threshold value would be reserved. Then in
each sentence, the cooccurrence times among these words
would be computed and the string collection between
words would be got and analyzed. If the string collections
between words are just like the candidate phrases above,
these phrases would be set to higher weight.

After these four filtering phases, the words and phrases
we got would be as the anchors for our CLLD system.

4. TRANSLATION AND SEARCHING
PLATFORM

To translate the anchors we found in section 3, we integrate
the Google Translate API into our CLLD system. Moreover,
our searching platform is established by Lucene open
source software libraries. We use the basic TF-IDF
retrieval model here. We are improving it by Okapi BM25
function. We hope the improved searching platform could
get the higher precision.

5. EXPERIMENTAL RESULTS AND
ANALYSIS

5.1 Experiments for IE

Using the test topics and document collections provided by
NTCIR-9 CLLD tasks, we do the English-Chinese
Information Extraction experiments.

On the basis of the method described in section 3, we
extracted the anchor words from documents. To any
document, the extracted words would be highlighted and
shown in figure2.

— 521 —



Proceedings of NTCIR-9 Workshop Meeting, December 6-9, 2011, Tokyo, Japan

language link discovery
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Mohism or Meism () was a Chinese philosophy developed by the followers of Mozi (also
referred to as Mo Tzu (Master Ma), Latinized as Micius), 470 BCESndash;c.391 BCE. It
evolved at_about the same time as Confucianism, Tacism and Legalism and was one of the
four main philosephic schoels during the Spring and Autumn Peried (from 770 BCE to 480
BCE)1 and the Warring States Period (from 479 BCE to 221 BCE). During that time, Mohism

T China in 221 BCE, adopted Lezalism as the official government philosophy and suppressed

official state philesophy, as did mest other successive dynasties, and Mehism all but

disappeared as a separate school of thought. Important beliefsMohism is best known for
find anchors,

‘the concept of “impartial care” or “universal love” (). Mozi’ s philosophy was described

(S T b e e —
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in the book Mozi, compiled by his students from his lecture notes.Meritocratic
GovernmentDuring the peried of Mozi, he felt that the norm of handing out important
government responsibilities to one’ s relatives regardless of capabilities was the root

should be engaged and prometed regardless of blood relations. If an officer were

dves. A ruler should be in close proximity to talented people, treasuring talents and
seeking their counsel frequently. Without discovering and understanding talents within
the country, the country will be destroyed. History unfortunately saw many people who
ere murdered, not because of their frailities but rather because of their strengths. &
good bow is difficult to pull, but it shoots high. A good horse is difficult to ride but
it can carry weight and travels far. Talented people are difficult to manage, but they
can bring respect to their rulers.Law and order was an important aspect of Mozi’s
itheology. He compared the carpenter who used standard tools to do his work with the
ruler who might not have any standards to rule by. The carpenter is always better off
depending on his standard tools rather than his emetions. In comparison, it is_even mere
that a ruler uses standards to rule by. These standards cannot originate from man since
no man is perfect. The only standards that a ruler uses has to originate from Heaven,
since only Heaven is perfect. That law of Heaven is love. In a perfect governmental
structure — where the ruler loves all people benevolently, and officials are selected
according to meritocracy — the people should have unity in belief and in speech. His
original purpose in this teaching was to unite people and avoiding sectarianism.
However, in a situation of corruption and tyranny, this teaching became a tool for
oppression. Should the ruler be unrighteous, seven disasters would result for that
nation. These seven disasters are:(1) Nezlect of the country s defense, vet there is
much lavish on the palace. (2) When pressured by foreigners, neighbouring countries are
ot willing to help. (3) The people are engaged in unconstructive work while useless bums
are rewarded. (4) Law and regulations became too heavy such that there is repressive fear
and people only look after their own good. (5) The ruler lives in a mistaken illusion of

(# No) was seen as a major rival to Confucianism (f% Ru). The Qin dvnasty, which umited|

all other philesophic schools. The Han dynasty that followed adopted Confucianism as the

of poverty in society. Mozi taught that as long as a person was capable for the task, he

incapable, even if he were a close relative of the ruler, he cught to be downgraded even
if it meant poverty.Mozi also emphasized on the power of influence, using the analogy of]

5.2 Experiments for CLLD

Figure 2. Our IE tools for CLLD of NTCIR-9.

Using the Crosslink evaluation tools

(Crosslink

Depending on the anchors extracted in section 5.1, we use
the Google Translate tools to translate these anchors first.
Then, these translated words would be as the searching
words for IR platform. We wrote our experimental results
into submitted file according to the format in NTCIR-9
CLLD website.

Evaluation-20110907.zip) provided by NTCIR-9 CLLD
tasks, we evaluate our system and the result could be
shown in figure 3.
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Figure 3. System evaluation results.
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5.3 Analysis for experimental results

With the system evaluation results in figure 3, we can see
the very low MAP and R-Prec in “File to File” task.
Moreover, “Anchor to File” task is unelectable. Why does
this happen? We consider the possible reasons are as
follows:

(1) No efficient IR ranking algorithm

After getting anchors, we use these anchor words as the
entry words of IR system. But our IR platform is based on
the TF-IDF model. So when taking the preceding searching
results, we could not ensure that these selected pages are
good enough. In “File to File” task, the lower MAP and R-
Prec proved this. We hope the improved ranking algorithm
could get the higher precision.

(2) Failure to comply with the rules

Tasks of NTCIR-9 CLLD said that topic files including
their CJK counterparts must be removed from document
collections. We didn’t pay more attention to this and didn’t
remove these files. Evaluation system has given us
punishment in figure 3. Moreover, during preprocessing,
we reserved the tags such as “title”, “id”, “bdy”, et al. But
we didn’t obey the rules of NTCIR-9 CLLD that special
case links (numbers, years, dates and century links) should
be excluded in the runs. So some unimportant anchors have
been obtained. These mistakes have important influence on
our CLLD system performance.

(3) Wrong submitted file

In figure 3, “Anchor to File” task is unelectable. By
analyzing the submitted file, we found the wrong
calculation has been done for anchors’ position. Incorrect
offsets have fatal influence on performance for CLLD
system. Indices like MAP,R-prec, et.al for A2F evaluation
are all zero.

6. CONCLUSION

The multi-filtering method was used to solve the CLLD
problems in our experiments. First, the punctuation and the
common stop words could be the separating characters to
separate the long paragraph into short text segments. Then,
the word frequency statistics could be done to get the low
frequency words (some threshold should be set here).
These selected low frequency words would be the new
separating characters to separate the short text segments
above, and we could get some new words and multi-word
phrases. In the third stage, pos tagging would be done first.

Then, some kinds of words ( such as adjective, adverb and
verb, et.al) and some POS collocation modes (such as
nountverb, adj.+adj., et.al) would be used to filter the
words and phrases getting from the steps above. In the
fourth stage, according to the words which are above the
thresholds, compute the cooccurrence times among these
words in each sentence of the documents and acquire the
new multi-words by the sequence of words above in
sentence. After these four filtering phases, the words and
phrases we got would be as the anchors. The translation
tool we used is Google Translate and the searching
platform is established by Lucene software package. We
have established CLLD platform of our own and this is
exciting

No dictionaries and no limited domains. The
advantages of our system lie in high speed and flexible.
The multi-filtering methods for finding anchors that we
used in this system are novel and challenging. But there are
many disadvantages and errors in our tasks. Just like the
analysis for experimental results above, no efficient IR
ranking algorithm, failure to comply with the rules, and
wrong submitted file.

We are so regret about all these mistakes. This is the
first time for us to take part in the evaluation of NTCIR.
We didn’t read the task instructions of CLLD carefully and
we should draw a lesson from failure.
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