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I ntroduction

participated in two PatentMT subtasks at NTCIR-

We developed and
The results showed that phrase-based translatiolelnsgstems

and ;
SMT system, and compared the differences betwesm.
gave better performance.
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Chinese Unknown Word Prediction Using SVM

According to the characteristics of the patent doents, we used a SVM based method that prediceedrtknown words for the resu

of word segmentation and tagging by ICTCLAS201tstrof all,

unknown words boundary to construct training corfieen, we

the model. And finally, we predicted the unknownrdgof input sentence.

Example

Training Data:

+1 vti/v/O #h/udel/Ox/b/B-S 2 %%/n/B-l &5 /n/B-| #%/ng/B-E ##/n/O €4%/v/O
-1 veax/v/O e/udel/B-SI/b/B-| Z%%/n/B-| 3 %/n/B-1 #%/ng/B-E #£1/n/O € 15/v/O
-1 vea/v/O e/ude1/OE/b/B-S Z45%/n/B-1 #35/n/B-| #%/ng/B-1 #15/n/B-E €15/v/O
Test Data:

0 &/p/O C1-C10/x/Ok./b/B-S e #/n/B-E, /wd/O C6-C12/x/O

0 &8/p/O C1-C10/x/B-Sk./b/B-| e #/n/B-E, /wd/O C6-C12/x/O

0 &/p/O C1-C10/x/Ox/b/B-S % #/n/B-1, /wd/B-E C6-C12/x/O

Results:

0.86 &8/p/O C1-C10/x/Ox./b/B-Sxe#/n/B-E, /wd/O C6-C12/x/O

-0.75&/p/O C1-C10/x/B-SE./b/B-| % #/n/B-E, /wd/O C6-C12/x/0

-0.59 &/p/O C1-C10/x/Qae/b/B-S e #&/n/B-1, /wd/B-E C6-C12/x/O
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Experiments

For factored translation model system, we used:ccand
as the factors of language we involved, as th
following example:

Bitalv, |wdA|pRF|vI-#R|n sy |n sEik|b ey |ude LI B PTMR BRES N AR A
[nRAx|N RET|N e |udel RT|Vv 4&&|v |ngdv|ats o |n & |d = |v A& 55|V %5 o |n 223 |v
wyludelTrsg|n, |wj

on|IN the|DT other|JJ hand|NN ,|, a|]DT cable|NN 324|Q\¥ZBi& connected|VBN to]TO
the|DT movable|JJ plate|[NN 321|CD .|.

—F ki | 5k TE|RE L — |2 321EE C|wE G|maE s —I s
3 324f30 A B Hwak| R S ME N TERRs VDR, i

Preprocessing:

» English sentencé:okeni zer. perl,| ower case. perl,
Stanford POS Tagger.

» Chinese Sentence: ICTCLAS2011.

 Japanese sentence: Mecab.

Result & Analytics

Table 2. BLEU score of using different translation models

o BLEU/Adequacy
Subtasks Translation models
Dev Test
Phrase-based model 0.3092

0.2779/3.1133
11.7933
0.2584

Factored model

Phrase-based model

Factored model 0.2556

As illustrated in table 2, factored translation rabdnly gets a highe
BLEU on dev for CE subtask. In other case, phrased translation
model gives a better performance. The reasons may be
*Factored model that uses surface and POS facsriotver

>We need richer factors.
*The accuracy of POS tagger toolkit can’t achie9d@%.

« Before building the translation model, long seonwith
more than 90 words are removed.

Training:

» The GIZA++ is applied to align words.

» Parameter of phrase alignment heuristic is “groag<final”.

» Parameter of reordering model is “msd-bidirectlefied.

» The SRILM toolkit is used to build trigram mode&lith
Kneser-Ney smoothing.

Tuning:

Conclusion & FutureWork
This paper describes our experiments for NTCIR4@®mMT, which
compared the different performance between phraseebtranslatio
model and factored translation model. We repoitiedésults that
phrase-based translation model gave better perfarenthan factore
translation model.
In the future work, we will do a research abouteffect of
hierarchical phrase-based model and syntax-baseelrand
analyze the features and advantages of theseatamsiodels.

* MERT

Decode:

* Moses

Post-Processing:

» Japanese output: Remove the spaces.

» English outputsdet okeni zer. per | , recaser in Moses
toolkit.

Data
Table 1. Statistics of datasets used in experiments
Subtask Datasets #of sentences

Training 747,754
Dev 2,000
Test 2,000

Training 2,522,589
Dev 2,000
Test 2,000

About BJTU-NLP

Founded in 2010 by professor Yujie Zhang and assopifessor
Jinan Xu, the Natural Language Processing Resé&amatp at
Beijing Jiaotong University conducts research omalgms that
allow computers to process and understand humaudaes. Our
work covers areas such as word segmentation, gali8D, MT,
ASR, IR, Sentimental Analysis (SA), etc. Currentle focus on IR,
SA and SMT.
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