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ABSTRACT

This paper describes the patent translation system submit-
ted for the NTCIR-9 PatentMT task. We applied the Lin-
ear Ordering Problem (LOP) based reordering model [16] to
Japanese-to-English translation to deal with the substantial
difference in the word order between the two languages.
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1. INTRODUCTION

While phrase-based statistical machine translation can model
short-distance reordering within the phrase fairly well, long-
distance reordering remains one of the major problems in
SMT, especially for translations between language pairs with
substantially different word order.

Japanese and English are an example of such a pair, the
former being an SOV language and the latter an SVO lan-
guage. Translations between such language pairs are difficult

because the decoder often misses long-distance reordering
required for an appropriate translation, partly due to the
distortion limit that is commonly adopted by phrase-based
decoders to reduce the search space.

Reordering by preprocessing is one of the common ap-
proaches to deal with long-distance reordering required for
translation between languages with different word order.
Works in this direction can be classified into syntax-based [3,
9], chunk-based [1, 18] and word-based [9, 16] approaches.
The syntax-based and the chunk-based approaches depend
on syntactic parsing and base-phrase chunking, and there-
fore they usually require rich language resources such as tree-
banks. In contrast, word-based approaches only use part-of-
speech (POS) tagger or simple rules, and thus it is applicable
to languages and domains with limited resources.

We applied one of the word-based approaches, the LOP-
based word-level reordering model [16], for Japanese-to-English
translation in the system submitted to the NTCIR-9 patent
machine translation task [7].

2. LINEAR ORDERING PROBLEM BASED
REORDERING

Tromble and Eisner (2009) [16] proposed a word-level re-
ordering model based on Linear Ordering Problem (LOP)
and an efficient decoding algorithm called “local search”.

2.1 The LOP-based Model

Given an input sentence w = wjws...w,, a permutation
= T m2...My, is any reordering of the tokens in w. The LOP-
based model is defined so that it assigns a high score to the
permutation 7 that corresponds well to the word order of
the target language. To construct such model, a pairwise
preference matrix By is constructed for each sentence w,
whose entries are

Bwl[l, 70 - ¢(w,1,7) (1)

where 6 is a vector of weights, ¢ is a vector of feature func-
tions considering the input sentence w and its functions
such as POS tags, [ and r are the positions of left and right
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Table 1: Feature templates for By[l,r] (w; is the Ith
word and t; is its POS tag. b matches any index
with | < b < r.) Each combination is conjoined with
the distance between the words, r —[. Distances are
binned into 1, 2, 3,4, 5,5 < d < 10 and 10 < d.

ti—1 | w | b | tigr [Ty | Ge—1 | wr | T |t
x | x x | x
x | x X
X x | x
x | x X
X x | x
X X
X X
x | x
x | x
X
X
X
X
X X X
x | X X X
x | X X
x | x X X
X X X
X X X X
X X X
X X x | x
X x | x

word in the input sentence. Bw]ll,7] > Bw|r,!] means that
the model prefers a permutation in which the order of the
[-th word and r-th word is the same as the input, while
Buw]l,r] < Bw]|r,l] means that the order of I-th word and
r-th word should be reversed. The score for a permutation
7 is defined as

score(fr)déf Z

1,7:1<i<j<n

Bwlmi, )], (2)

where Bw|r,l] can be considered 0 for any [ < r, because
subtracting Baw [r,[] from both Bw|l,r] and Buw|r, ] will re-
duce the scores of all permutations by the same amount.

To calculate the score for (2), the weight vector 8 in (1)
is learned discriminatively with the reference reordering ob-
tained from automatic word alignments. Each source token
is assigned an integer key that corresponds to the position
of the leftmost target token which is aligned to it, or 0 if it is
not aligned to any target token. The order of I-th token and
the r-th token is swapped in the reference reordering if the
key for the former is larger than the latter. Table 1 shows
the feature templates for ¢ used by [16], which is adapted
from [11].

2.2 Local Search

An algorithm called “local search” is used to reorder the
source sentence according to the LOP-based model. Given
an input sentence w, for each span ...k which yields the sub-
string w;1w;42...wk, the score max(0, A; ;1) for its subspan
i...J, j...k is calculated according to the model for all pairs of
subspans. A; ; x is the score of swapping the subspans with
the base score A; ; = 0 for i = j and j = k, and a positive
score means that they should be swapped. Starting with

Table 2: BLEU scores on the development set with
varying distortion limits.

Word Order | Distortion Limit | BLEU
LOP-based 6 29.52
LOP-based 10 29.71
LOP-based 20 29.56

Original 10 28.56
Original 20 29.44
Original 30 29.30

Table 3: Average execution time (in seconds) of the
LOP-based reordering of 10,000 sentences in 10 tri-
als. (a) is for the first 10,000 sentences in the train-
ing set, whose average length is 19.60 words, and
(b) is for 10,000 sentences from the 1,000,001st to
1,010,000th sentence, whose average length is 36.29

words.
(a) (b)
time(sec) | 56.53 | 337.23

Table 4: Official automatic evaluation results

System BLEU | NIST | RIBES
LOP-based 27.82 | 7.4348 | 0.730743
BASELINEL | 28.95 | 7.7696 | 0.70644
BASELINE2 | 28.61 | 7.7562 | 0.675831

Table 5: Official human evaluation results

System Adequacy | Acceptability
LOP-based 2.610 0.472
BASELINE1 2.617 0.474
BASELINE2 2.427 0.447

Table 6: BLEU scores on the NTCIR-9 PatentMT
test set

Word Order | BLEU | NIST | RIBES
LOP-based | 27.82 | 7.4348 | 0.730737
Original 27.37 | 7.5648 | 0.675202

the spans that consist of one token and recursively expand-
ing the spans, local search finds the best permutation of the
input sentence under the ITG [17] constraints according to
the LOP-based model in O(n?) time, where n is the length
of the input sentence.

3. EXPERIMENTS

3.1 Data

We used the training set of NTCIR-7 Patent Translation
Task (1.8 million sentence pairs) [5, 6] to train the trans-
lation model, and its English part for the language model;
data from 2001 to 2005 were not used due to time limitation.
Sentences with more than 80 tokens were also excluded. We
corrected some obvious errors in its Japanese part, such as
prolonged sound marks replaced by minus signs, using reg-
ular expressions.

To learn the LOP-based reordering model, we picked 300,000
sentence pairs with high sentence alignment score from the
training set. The weight vector 8 was learned using Aver-
aged Perceptron [2] with the 300,000 pairs. We limited the
amount of corpus here because automatic word alignments
obtained from sentence pairs with low alignment score are
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likely to be less reliable and they can be harmful to the
reordering model.

Then training, development and test sentences were re-
ordered by local search with the learned weights, and the
translation model was retrained on the reordered training
set. Table 2 shows the BLEU [14] scores of the LOP-based
system on the development set with varying distortion lim-
its, compared with the system with original word order and
same amount of corpus. The result shows that the LOP-
based system requires smaller distortion limit. As the LOP-
based system performed best with d = 10 on the develop-
ment set, we used this value for the test.

Table 3 shows the average execution time required for re-
ordering of source sentences. We can see reordering by pre-
processing in our system can be performed quite efficiently,
even with the naive implementation written in Ruby for re-
ordering.

3.2 Tools

Japanese sentences were tokenized and POS-tagged using
MeCab version 0.98'. We used mecab-ipadic-2.7.0-20070801
as the dictionary, with a slight modification on costs for the
words whose POS tag is exclamation, to penalize the words
that are unlikely to appear in patent texts.

We used GIZA++ (version 1.0.5) [13] for word alignment,
SRILM (version 1.5.11) [15] for construction of 5-gram lan-
guage model and Moses (revision 3947) [10] for training
of translation models and decoding. Parameters for each
model were tuned using minimum error-rate training [12]
with BLEU as the objective. Recaser was trained in simi-
lar manner to organizer’s baseline with the same amount of
data as the training set of our system.

3.3 Results

Table 4 shows the official scores of our system based on
automatic evaluation metrics, compared with baseline sys-
tems provided by the organizer. Our system achieved lower
scores in BLEU and NIST [4] metric, and higher score in
RIBES [8] metric than both baseline systems.

Table 5 shows the official scores of our system based on hu-
man evaluations. Our system’s performance was comparable
to BASELINEL] (hierarchical phrase based) and slightly bet-
ter than BASELINE2 (phrase-based). This result seems en-
couraging, because our system was trained on less resources
and its procedure after preprocessing was quite similar to
that of BASELINE2.

4. ANALYSIS

We compared the LOP-based system with a system trained
with the same amount of corpus that is in the original word
order, because the LOP-based system was trained on smaller
corpus compared to the BASELINE systems provided by the
organizer as mentioned above in section 3.

Table 6 shows the BLEU, NIST and RIBES scores of
both systems. While the reordered system’s performance
was worse in the NIST score, it performed better in BLEU
and RIBES scores. Both in this result and the result in the
official test, the LOP-based model seems to perform well in
RIBES score and poorly in NIST score.

We looked at example outputs of both systems to analyze
the reason for this tendency. Table 7 shows several examples

"http://mecab.sourceforge.net/

of original source sentences, reordered inputs, outputs of
the system trained with original word order, and outputs of
the LOP-based system with references, in which the LOP-
based reordering model worked well. In these examples, the
reordered inputs can be translated almost monotonically.

However, we can also see that some case-markers are moved
out of their context in the reordered inputs. Moreover, in
the last example, tokens forming the Japanese compound
word for “engine control system” are separated as a result
of reordering. Though the effects on overall reordering were
small in these examples, such displacement can harm the
quality of translation.

The gap between BLEU and NIST scores can possibly
be attributed to this displacement of case-markers and com-
pound words, because NIST metric gives more weight to rare
n-grams and therefore is more sensitive than BLEU metric
to such displacement, especially in the cases with compound
words. One way to deal with this problem might be to
change the unit of reordering, for example from words to
chunks. Extending the unit of reordering to ones containing
more than one words might contribute to reduction of the
time required for reordering, as local search is O(n?) algo-
rithm and depends on the number of units to be reordered.

High RIBES score may indicate that overall reordering
performed by our system is reasonably good, because RIBES
metric is designed so as to evaluate the global word reorder-
ing well, which is required for translation with distant lan-
guage pairs. Parameter tuning with RIBES score instead
of BLEU score as the objective might further improve the
global reordering.

5. CONCLUSION

In this paper, we applied the LOP-based word-level re-
ordering for Japanese-to-English translation. In automatic
evaluation, our system performed worse in two metrics and
better in one metric compared to both baseline systems.
When compared with the same amount of training data,
our system performed better in two metrics than the system
with original word order. In human evaluation, our system
performed better than phrase-based baseline and similarly
to hierarchical phrase-based one, despite the fact that our
system was trained on less amount of data.

Besides the problem of global reordering, displacement of
case-markers and tokens that form compound words was
observed in our system. We think one way of the future work
will be to find the model that can prevent such displacement.
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