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ABSTRACT

We have evaluated the two-stage machine translation (MT) sys-
tem. The first stage is a state-of-the-art trial rule-based machine
translation system. The second stage is a normal statistical ma-
chine translation system. For Japanese-English machine transla-
tion, first, we used a Japanese-English rule-based MT, and we ob-
tained "ENGLISH" sentences from Japanese sentences. Second,
we used a standard statistical machine translation. This means that
we translated "ENGLISH" to English machine translation. This
method has an advantages that it produces grammatically correct
sentences.

From the results of experiments in the JE task, we obtained a
BLEU score of 0.1996 using our proposed method. In contrast, we
obtained a BLEU score of 0.1436 using a standard method. And
for the EJ task, we obtained a BLEU score of 0.2775 using our
proposed method. In contrast, we obtained a BLEU score of 0.0831
using a standard method.

This means that our proposed method was effective for the JE
and EJ task. However, there is a problem. The BLEU score was
not so effective to measure the translation quality.

Categories and Subject Descriptors
1.2.7 [Natural Language Processing]: Machine translation

General Terms

Languages

Keywords
SMT Rule-Based MT Hybrid System

1. INTRODUCTION

Many machine translation systems have been studied for long
time. The first generation was a rule-based translation method,

Tottori 680-8552, Japan
tokuhisa@ike.tottori-
u.ac.jp

which was developed over the course of many years. This method
had translation rules that were written by hand. Thus, if the input
sentence completely matched the rule, the output sentence had the
best quality. However, many expressions are used for natural lan-
guage, this technology had very small coverage. In addition, the
main problem are that the cost to write rules was too high and that
maintaining the rules was hard.

Recently a statistical machine translation method is very popu-
lar now. This method is based on the statistics and easy to build
if parallel corpus are existed. There are many versions of sta-
tistical machine translation models available. An early model of
statistical machine translation was based on IBM 1 ~ 5[1]. This
model is based on individual words, and thus a “null word” model
is needed. However, this “null word” model sometimes has very
serious problems, especially in decoding. Thus, recent statistical
machine translation systems usually use phrase based models. This
phrase based statistical machine translation model has translation
model and language model. The phrase table is a translation model
for phrase-based SMT and consists of Japanese language phrases
and corresponding English language phrases and these probabili-
ties. And word N-gram model is used as a language model.

However some problems arise with phrase-based statistical ma-
chine translation. One problem is as follows. Normally, an N-gram
model is used as a language model. However, this model consists
of local language information and does not have grammatical in-
formation.

Our system has a two-stage machine translation system. The first
stage consists of Japanese-English rule based machine translation.
In this stage, we obtained "ENGLISH" sentences from Japanese
sentences. We aim to achieve "ENGLISH" sentences that are gen-
erally grammatically correct. However, these "ENGLISH" sen-
tences have low levels of naturalness because they were obtained
using rule-based machine translation. In the second stage, we used
anormal statistical machine translation system. This stage involves
"ENGLISH" to English machine translation. With this stage, we
aim to revise the outputs of the first stage improve the naturalness
and fluency.

We used a state-of-the-art trial rule based machine translation
system for the first stage. We used general statistical machine trans-
lation tools for the second stage, such as "Giza++"[5], "moses"
[7], and "training-phrase-model.perl" [14]. We used NTCIR-7 and
NTCIR-8 data. It means we used 3,186,284 sentences. Also, the
score was not optimized, and our method was still very promising.
We used these data and these tools and participated in JE and EJ at
NTCIR-9.

From the results of experiments, we obtained a BLEU score of
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0.1996 in the JE task using our proposed method. In contrast, we
obtained a BLEU score of 0.1436 in the JE task using a standard
method (moses). And we obtained a BLEU score of 0.2775 in
the EJ task using our proposed method. In contrast, we obtained
a BLEU score of 0.0831 in the EJ task using a standard method
(moses). This means that our proposed method was effective for
all task. On the other side, our system was the 28th place in 36 sys-
tem for BLEU score in JE task. And our system was the 7th place
in 19 system for average adequacy score in JE task. It means that
our system is better for human evaluation. And it means that the
BLEU score is not reliable. Same trend have obtained for EJ task.

For the future study, we will try to improve the performance of
RBMT system. So, we will continue to develop the method and try
again in the future.

2. RELATED WORKS

Our system has a two-stage machine translation system. The
first stage is a state-of-the-art trial rule based machine translation
system, and the second stage is a normal statistical machine trans-
lation system. This idea was based on paper[3],[4],[5]. Similar
studies were on paper[16],[17],[18], [15] [19] and [20]. [16] and
[17] was Fresh-English translation and used SYSTRAN. [15] was
Chineses-English translation for patent task and used SYSTRAN.
[18] [19] [20] was Japanese-English translation for patent task.

3. CONCEPTS OF OUR STATISTICAL MA-
CHINE TRANSLATLION SYSTEM

We describe our system by dividing it into two processes, train-
ing and decoding. These processes are assumed to be Japanese-
English translation.

3.1 Training
The training process is as follows.
1. Parallel Corpus

We prepare a Japanese-English parallel corpus.

2. Rule-based Machine Translation
We used a Japanese-English rule-based machine translation.
Thus, we obtain "ENGLISH" sentences from Japanese sen-
tences. These "ENGLISH" sentences are pairs of English
sentences.

3. "ENGLISH"-English phrase table
We make an "ENGLISH"-English phrase table using training-
phrase-model.perl[14].

4. English N-gram model
We make an /N-gram model from English sentences using

SRILM [6].

Fig. 1 shows the flow chart of the training process.

Training

Parallel Corpus

Japanese English
WX BEES553 I LLA4AS (The conveyor 55 can also keep
Z|REI$5H LM TED, the film 45 attracated thereto .

1

Rule based MT *
(Japanese-English)

o

7
ENGL 1 SH English
(Conveyance equipment 55 can (The conveyor 55 can also keep

‘also attract a film 45 . the film 45 attracated thereto .)
ngram-count-Im

training-phrase-model. per|
FE

Phrase Table ) M-gram
(ENGLISH ||| English) (English)
(You may ||| Do you ||

L 0.30.10.10.2) )

Figure 1: Flowchart of Training

3.2 Decoding

The decoding process is as follows.

1. Test Corpus

We prepare the Japanese test sentences.

2. Rule-based Machine Translation

We used a Japanese-English rule-based machine translation.

Thus, we obtain "ENGLISH" test sentences.

3. Statistical Machine Translation System

Using phrase table in Section 3.1, N-gram model in Section
3.1, and moses[7], we decode the "ENGLISH" sentences.
This involves "ENGLISH"-English translation. In this way,
we obtain English sentences.

Fig.2 shows the flow chart of the decoding process.
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Decoding

Japanese
(R, B8 FS 70 X, £# 4 %2 7T 40 T H5.)

¥

Rule-Based MT
(Japanese-ENGLISH)

L3

ENGLISH
(The reference mark 70 shows among a figure .)

L

SMT
(ENGLISH -English)

LS

English
(A reference numeral 70 denotes a yarn joining part.

in the drawing. )

Figure 2: Flowchart of Decoding

4. EXPERIMENTS WITH OUR MACHINE
TRANSLATION

4.1 Training Data

We used the English punctuation procedure, which means that
we changed “,” and “” to “ , “, and “ . “. Also, we handled the
numbers, which means that we changed “100” to “1 0 0”. And, we
did not handle English case forms. We used NTCIR-7 and NTCIR-
8 data. It means we used 3,186,284 sentences.

4.2 First Stage

We used a state-of-the-art trial rule based machine translation
system for the first stage.

4.3 "ENGLISH"-"English'" Phrase Tables

For the second stage, we made an ENGLISH-English phrase ta-
ble. To make this table, we used “train-phrase-model.perl[14]” in
“training-release-1.3.tgz”. We set parameters to default values.

Table 1 lists examples of phrase tables for the second stage of our
MT. This phrase table represents an "ENGLISH" "English" phrase
table. As seen in this table, some English phrases are natural, al-
though some of them are unnatural.

Table 1: Examples of phrase-tables

equipment , and llldevice , where |Il

0.416667 0.0170766 0.00200401 0.000436905 2.718 12 2495
equipment , and llldevice , whereby the delivery and Ill

1 0.123056 0.000400802 1.47153e-09 2.718 1 2495
equipment , and llldevice , whereby Il

0.1111110.100007 0.000801603 0.000675213 2.718 18 2495
from the lliform a lll

0.00136 0.00356 4.86e-05 0.00013 2.718 10236 287812
of each lllwith each Il

0.0228983 0.0221287 0.00318399 0.00279683 2.718 6114 43970
of the crank web lllof a crank web Ill

0.75 0.0975717 0.75 0.0590791 2.718 4 4

4.4 s5-gram Language Model

We calculated the 5-gram model using ngram-count in the Stan-
ford Research Institute Language Model (SRILM) toolkit [6]. And
We did not smooth parameters, it means we set the smoothing pa-
rameter as “-cdiscount 0”.

4.5 Decoder

We used “Moses[7]” as a decoder. In Japanese to English trans-
lation, the position of the verb is sometimes significantly changed
from its original position. Thus, we set the “distortion weight (weight-
d)” to “0.2” and “distortion-limit” to “-1” for standard statistical
machine translation. However, our system has 2 stage machine
translation and the output of first stage is "ENGLISH". In this
case, the position of word did not move so widely. So, we set
the “distortion-limit” to “-6” for second stage statistical machine
translation for our system.

Table 2 indicates the other parameters. Also, we did not optimize
these parameters nor use a reordering model.

Table 2: Parameters of moses.ini

ttable-limit

weight-d 0.2

weight-1 1.0

weight-t 0.5 00 05 0.1 00
weight-w -1

distortion-limit | (-1 or 6)

S. RESULTS OF OUR MACHINE TRANS-
LATION

5.1 Examples of Outputs

Table 6 shows examples of outputs. For terms of “Input” in Table
6 shows input Japanese or English sentences. For terms of “Pro-
posed” in Table 6 shows outputs of proposed method. For terms of
“Baseline” in Table 6 shows outputs of moses with no parameter
tuning. For terms of “RBMT” in Table 6 shows outputs of a-state-
of-the-art rule based machine translation, and its means outputs of
the first stage. For terms of “REFERENCE” in Table 6 shows ref-
erence sentences (correct sentence).

5.2 Automatic Evaluation Results

Table 3 summarizes automatic evaluation results for the JE and
EJ tasks. In this table, “Proposed” indicates our proposed sys-
tem. “Baseline” indicates normal statistical machine translation
(moses). “Rule based MT” indicates state-of-the-art rule based ma-
chine translation. “()” means the order of entry systems. For exam-
ple, Our system was the 28th place in 36 system for BLEU score in
JE task. As seen in these results, our method was so effective.

5.3 Human Evaluation Results

Table 4 summarizes human evaluation results of our machine
translation evaluation for the JE and EJ tasks. In this table, “Pro-
posed” indicates our proposed system. “adequacy” indicates the
average adequacy . “acceptability” indicates the average accept-
ability. “()” means the order of all entry systems. For example, Our
system was the 7th place in 19 system for the average adequacy in
JE task.

As seen in these results, our method was so effective. And the
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Table 3: Results of Automatic Evaluation

| Task | BLEU | NIST | REIBES |

Proposed JE | 0.1996 | 6.1112 | 0.6932
(RBMT+SMT) (28/36) | (32/36) (9/36)
Rule based MT JE 0.209 | 6.2831 0.6972
(A state-of-the-art) (26/36) | (30/36) (8/36)
Baseline JE 0.1436 | 4.926 0.6607

(SMT:moses) (36/36) | (36/36) | (20/36)
Proposed EJ 0.2775 | 7.3284 | 0.7479
(RBMT+SMT) (21/32) | (21/32) (4/32)
Rule based MT EJ 0.2475 | 7.1413 | 0.6782
(A state-of-the-art) (25/32) | (24/32) | (23/32)

Baseline EJ | 0.0831 | 3.7711 | 0.5902
(SMT:moses) (32/32) | (32/32) | (32/32)

Table 4: Results of Human Evaluation
task | adequacy | acceptability
pairwise comparison score (tie)
Proposed JE 2.73 0.4604 0.3312
(RBMT+SMT) (7/19) (8/14) (9/14)
Proposed EJ 2.6 0.4318 0.2992
(RBMT+SMT) (9/17) (8/11) (5/11)

BLUE sore was worse compared to other systems. Howver results
of human evaluation was good compared to other systems.

6. DISCUSSION

With our system, we aim to reduce the number of ungrammat-
ical sentences. Thus, we analyze the outputs according to these
factors. However, the patent sentences are too long and too strange

sentences compared normal sentences, it was impossible to analyze
these results for detail, and could not determine what was wrong.
However, by comparing the output of moses and the output of our
system, we found that our system produced more grammatically
correct sentences.

7. CONCLUSION

‘We have developed a two-stage machine translation system. The
first stage is a state-of-the-art trial rule based machine translation
system. The second stage is a statistical machine translation sys-
tem. Our goal with this system was to obtain fewer ungrammatical
sentences. The results that we obtained in this experiments were so
good. In future experiments, we will try these data and these tech-
niques, which we expect will enable our system to perform better.

8. APPENDIX: EXPERIMENTS WITH PA-
RAMETER TUNING

We found many errors and mistakes with these experiments. So
we tried these experiments again with same conditions. Also, we
use reordering models and optimize these parameters using MERT.
TableS shows the results of these experiments. As can be seen this
table, proposed method was so effective. And results of automatic
evaluation score were very high. For example, the BLEU score of
proposed method was 0.3598 in JE task and 0.3911 for EJ task.
These values are the best score in NTCIR-9.
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Table 5: Appendix: Results with Parameter Optimization

Task | Parameter | BLEU[8] | NIST[8] | METEOR[9] | TER [10] | WER [10] | RIBES [12] | IMPACT [13]
Tuning
Proposed JE O 0.3598 8.1769 0.6676 0.5387 0.6436 0.7412 0.5654
(RBMT+SMT)
Proposed JE X 0.2697 7.1982 0.6049 0.5666 0.6566 0.7240 0.5197
(RBMT+SMT)
Rule based MT JE X 0.2761 6.8759 0.6099 0.6172 0.7048 0.7114 0.5064
(A state-of-the-art)
Baseline JE O 0.2886 7.1503 0.6567 0.6684 0.8307 0.6334 0.4527
(SMT:moses)
Baseline JE X 0.2120 6.9635 0.5741 0.6431 07852 0.6727 0.4078
(SMT:moses)
Proposed EJ O 0.3911 8.3941 0.4991 0.6184 0.6709 0.5753
(RBMT+SMT)
Proposed EJ X 0.3076 7.6219 0.5441 0.6492 0.6562 0.5326
(RBMT+SMT)
Rule based MT EJ X 0.1998 5.4690 0.7274 0.8075 0.5632 0.4393
(A state-of-the-art)
Baseline EJ O 0.2408 6.4319 0.5441 0.6492 0.6563 0.4743
(SMT:moses)
Baseline EJ X 0.2531 7.1181 0.5968 0.7377 0.5532 0.4394
(SMT:moses)
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Table 6: Outputs

JE
2 Input T TR = TR % BIRIC N 3 5 B R ARD Zmeimie &> C 7 7 IR L 0%,

Proposed The electric resistance to the current flowing in FIG . 4 via a non-magnetic layer is shown in the graph on the vertical axis .

Baseline FIG . 4 is a graph showing the electric current flowing through the resistance nonmagnetic layer vertical axis .

RBMT The electrical resistance to the current which flows into Fig. 4 through a nonmagnetic layer is shown in the graph for the vertical
axis.

REFERENCE | FIG. 4 is a graph showing an electric resistance to an electric current flowing in the nonmagnetic layer with the axis of ordinates
representing the electric resistance .

3 | Input 6. FRERIH DO EEZ 0 - £ 1 : =/ 20 5fHC. HDO. BERKDKIGALA LOHZEL LIELaDEDTH 5,

Proposed FIG . 6 shows that obtained when five values of O : 1 : & plusmn ; 2 , and {37 of a staircase waveform up the crest value of a
staircase waveform , and the time delayed .

Baseline InstepS50,.+-.1/2 of the peak value of this waveform is delayed , and when the staircase waveform of FIG . 6, is provided .

RBMT Fig. 6 shows the thing at the time of being five values of 0: &= 1:& root2, and 1% of a stairs wave going up the wave high
price of a stairs wave, and making time late.

REFERENCE | In FIG. 6, the peak values of the staircase wave are set to five values , 0, 1, and 2, and the wave is raised in delayed timings .

4 | Input Flo. V—EXA—ZXIZUa—XR1 1. ANMESINOA 116] (1 0ER) DEEICHFIVIEE T, FIRI—RC
0l M4y ZHAL, VFFIVa—RClimultipleic Il 2] 275,

Proposed Further , the thermometer film encoder 1 1 conducts an exceptional process , when the input signal INO is " 1 6 " ( decimal number
), it outputs " 4 " to the excessive code CO and outputs " 1 2 " to multiple code C1 .

Baseline he remainderis"0"," 16" and "4 " in decimal number ) , the output of the thermometer 12mu 1 t i p 1 e exception code
(ClI code ) encoder 1 0 1 is subjected to the multiple outputs the input signal IN .

RBMT Moreover, the thermometer encoder 11 performs exception handling, when input signal INO is "16" (decimal number), it outputs
"4" to the surplus code CO, and outputs "12" to multiple code Clmultiple.

REFERENCE | Also , when input signal INO is 1 6 ( decimal number ) , thermometer encoder 1 1 performs exceptional treatment , outputs 4 to
remainder code CO , and outputs 1 2 to multiple code C1 multiple .

14 | Input ZUT. Ox7Z18a%iKl 2ICHET BEEICIE. IV X1 8 aDBRN3 0%, K 1 2 DITVERAIL3 20D 1
ICAIEEE (K3 L2, ORI S 0 2/TUREL3 2NICHiAYT %

Proposed When the connector 1 8 a is fixed to the substrate 1 2 , resin claws 3 0 of the connector 1 8 a is positioned on the pawl engaging
hole 3 2 of the substrate 1 2 ( see FIG . 3 ), and the resin claws 3 0 is inserted into the pawl engaging hole 3 2 .

Baseline The connector 2 3 is inserted into the connector 3 0 , whereupon the resin substrate 3 8 is placed on the resin substrate 1 2 2 of a
pawl member 1 2 0 is fixed at the pawl engaging holes 1 3 a ( see also FIG . 3 ) of the pawl engaging holes 1 8 .

RBMT And when the connector 18a is fixed to the substrate 12, the resin nail 30 of the connector 18a is located on the nail engaging-of-
clutch hole 32 of the substrate 12 (also see Fig. 3), and the resin nail 30 is inserted into the nail engaging-of-clutch hole 32 after
that.

REFERENCE | When the connector 1 8 a is fixed to the board 1 2 , the resin claw 3 0 of the connector 1 8 a is positioned above the claw
engagement hole 3 2 of the board 1 2 ( also refer to FIG . 3 ) , and the resin claw 3 0 is thereafter inserted in the claw engagement
hole32.

EJ
1 Input As shown in FIG. 4, the valve overlap amount decreases as the valve working angle of the intake valve 30 decreases.

Proposed AICRT KD, WTA=—NIyTBE, BAA 3 0DRDOHAENHS L TS,

Baseline 4ITRT KD, WVT A==y TRNED L. B&T 3 DFERANED L TW0a,

RBMT 4ICREND K5 IT, /LT« A= =Fu T RIE, WOAB T 3 0 D D VT 2 Biind A ICONT
W 9%,

REFERENCE | A X 4 I 759 &5 . WEKVVT 3 0 O VLT BB f BV EW & Z 138 | /LT A—N—Fv T BRI hEv

2 Input Thereby, the retention mechanism 8 can be eamly detached from the motherboard 2.

Proposed ZHiIC kD, B 8 Ik, SY—R—R 2 WS RGBTSR L BN TES,

Baseline ChIC XD | REFFR . <P — K- ]‘ 2 8 Luﬁb’f B EE & TN T3,

RBMT ZOHic, RFEANZAL 8. BRI IXP—FR—K 25 0Hd2 LWV TES,

REFERENCE | ZHhic &0 . VU 7vvay AA=AL 8 & IHP—K—F 27‘3\6@5& WOHg L WAl & %,

4 Input FIG. 26 is a partially enlarged perspective view showing guldes 250 of the disc array storage 200.

Proposed K26, TRV T7LAEEEE2 00D RH 25 0FH MWK LEZEREKTHS,

Baseline 26 . HAR25DF4R7 7LA % 2 00—k &K T 35% o

RBMT 26, T4AY7 « TLAGREE 2 0 0D ACIF 2 5 0 ZR9Y, \H’JLL?IL#(LKEE?EIT%%O

REFERENCE | CT T, M2 6, ARV TLAHEEH2 00D HAF 250 %Jﬁﬁﬂﬁ‘% 72 DS PR RHK T HB .

19 | Input When the sheathed wire is press-fitted into the slot portion 22 of each press-contacting piece portion 23 of the terminal 12 from
the upper side, the insulating sheath of the sheathed wire is cut by the blade 21 of the slot portion 22, so that the internal conductor
of the sheathed wire contacts the press-contacting piece portion 23.

Proposed WEERE ., ST 1 20K EER 2 30 A0y k2 2 ICEATS R, HE B o Mk g X
Oy hii2 20 7L—F 2 1 TYUME N, WEERO V‘]ﬁlﬁi—%%ﬁibi FEH: 2 314 T5,

Baseline i, FERET 1 OKEHEA 2 1 ORI 2 2 1 il U C #ie EiR o #ie iR o e 5z Ul L. 4
o i ER 2 EATAIEB 2 20K 2 3 20 kfins V\Pf’ﬁﬁﬂ# 3TH5,

RBMT IS 5N TAY— D L O M H»5 O X—IF)V 1 2 O %l L #il 55 ﬁlﬁj 2 30Xy kb
J22iIcHEEANBNS A, HICHY ek ‘7/1"\4—0)%@%?% ERF ATy MR 2 2 DK 2 1<
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“Input” : input sentence.
“Proposed” : output of proposed method with parameter optimizing.

“Baseline”

: output of moses with no parameter tuning.

“RBMT” : output of rule based machine trainslation.
“REFERENCE” : reference (correct) sentence .
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