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Phrase Based Statistical Machine Translation
Problem: N-gram = Local language information

Proposed Method:
Two-stage machine translation

First stage : Rule-based MT
a) Few unknown words
b) Include grammatical information
c) Low levels of fluency and naturalness

Second stage: Normal SMT
a) Revise the outputs of the first stage
b) Improve the naturalness and fluency




Training

Parallel Corpus

English
( The conveyor 55 can also keep
the film 45 attracated thereto .)

Japanese
WEEESDSE JM/ILL45
KB 9% & M TXS,

Rule based MT {
(Japanese-ENGL | SH)

ENGL | SH

(Conveyance equipment 55 can
|so attract a film 45 .

ngram-count-Im

4;

training-phrase-model. per|
(ENGL/SH - English) {

N-gram
(English)

4;

Phrase Table
(ENGLISH ||| English)
(You may ||| Do you || 0.3 0.1 0.1 0.2)




Decoding

Japanese

(K, S F5 70 X, R & Z 79 D T HoD)

Rule-Based MT
(Japanese-ENGLISH)

"

ENGLISH
(The reference mark 70 shows A#EEE among a figure .)

SMT
(ENGLISH —English)

4._.

English
(A reference numeral 70 denotes a yarn joining part in the drawing. )




Experiments

Training Data :
NTCIR- 8 data (3,186,284 sentences)

Rule based MT:
A state-of-the-art trial Rule Based MT

SMT:
Moses (Phrase base)




Language Model : SRILM
5-gram
"cdiscount 0" (No smoothing)

SMT Decoder: Moses

( No parameter optimize and No reorder model)

Moses.ini
ttable-limit 80 O
weight-d 0.1
weight-| 1.0

weight-t 0.5 0.0 0.5 0.1 0.0
weight-w -1
distortion-limit (-1 or 6)
Proposed Methods: distortion-limit 6
Standard SMT : distortion-limit -1




Output Sentences (JE)

Input:
FHH—FA—4AT—F11HI ADESINOAT16 |(10EE) DIBEIH A IEAFTUN,
F|HRII—RCOICT4 A AL ILFTI)LI—RCimultipleil 121 52X 93,

Proposed (RBMT+SMT):

Further , the thermometer film encoder 1 1 conducts an exceptional process,
when the input signal INOis" 1 6 " ( decimal number ), it outputs "4 " to the
excessive code CO and outputs " 1 2 " to multiple code C1 .

SMT(Moses):

he remainderis"0","16"and "4 " in decimal number ), the output of the
thermometer 1 2 multiple exception code (C1 code ) encoder 10 1 is
subjected to the multiple outputs the input signal IN . ¥¥

RBMT:

Moreover, the thermometer encoder 11 performs exception handling, when
input signal INO is "16" (decimal number), it outputs "4" to the surplus code CO,
and outputs "12" to multiple code CTmultiple.

Reference:

Also , when input signal INO is T 6 ( decimal number ), thermometer encoder 1
1 performs exceptional treatment, outputs 4 to remainder code CO, and
outputs 1 2 to multiple code C1 multiple.




Output Sentences (JE)

Input:

M4 IEREE AR NS ERICH T 2EIIEIZMEICE>TYT S 71" LTWS,

Proposed (RBMT+SMT):
The electric resistance to the current flowing in FIG . 4 via a non-
magnetic layer is shown in the graph on the vertical axis .

SMT (Moses):
FIG . 4 is a graph showing the electric current flowing through the
resistance nonmagnetic layer vertical axis .

RBMT:
The electrical resistance to the current which flows into Fig. 4 through a
nonmagnetic layer is shown in the graph for the vertical axis.

Reference:

FIG . 4 is a graph showing an electric resistance to an electric current
flowing in the nonmagnetic layer with the axis of ordinates representing
the electric resistance ..




Output Sentences (EJ)

Input:

When the sheathed wire is press-fitted into the slot portion 22 of each press-contacting
piece portion 23 of the terminal 12 from the upper side, the insulating sheath of the
sheathed wire is cut by the blade 21 of the slot portion 22, so that the internal
conductor of the sheathed wire contacts the press-contacting piece portion 23.

Proposed (RBMT+SMT):

WEERZ. LA HRFIZOZEEER23DRAOYN22ICEATS B%S\?EZ% BR
D otk HRE (& 2Oy &8 2 TJL—R21THIF I h (#RE B O RE & E| K (3.
E#ER23ICYHETS,

SMT(Moses) :
F . EEBEmFIOZEEHN21 F"ﬂl:lﬁBZZ I R L
K& BB = thiET L . #8i& #7%&E B % i $HEH22D K
F23Ths,

RBMT :

B 1 D b = A4 — B EER O @l HS D '9—\7'11/ 120 & E8 & #9525 26
2230 AOYNED 22ICFEEB AN 5ND FE 8 IO 5N - 7147 — D #x 95
IV F RAAYNES 22D E2112E>T Avh Js TL% DR IO 5N - oA
Y— O A EE K (T E8 & =il 95 2o 923 > =i 95,

Reference:

FLT.WF 12O LAIPSEEF23DRAOAVN22ICHEESHE DI EA I NS & ?EZ
BEEROBEEE N, ROVM22 D A E 2 112&Y 1] ”*n’cfﬂi‘%%ﬁd)mﬁﬁd)
EANEER23ICEM TS,




Output Sentences (EJ)

Input:
As shown in FIG. 4, the valve overlap amount decreases as the valve
working angle of the intake valve 30 decreases.

Proposed (RBMT+SMT):
AICTRT IS NWT FA—NRSvTERFR . BRI AIODH D AE
AR L TWS,

SMT (Moses): \ ) o
AIC KRG LIS NIV T A==y T = H Y LIRS A 3 D 1
AAaNRBEDY>LTWS,

RBMT:
4ICREINDED IS NIWT - F=NR—=FvT 81X [ RWNAH F 30
WD D NIIVT & BNT AR ISONTRED 95,

Reference: \ \ ‘
Bl B4 IC RS IS IRK /ST 30 D /N7 1EE) B Y hIW &F(F
ELNIVT F=N—=ZvT E & hEW




Results of Experiments (Automatic Evaluation)
(#order / #system)

Task BLEU NIST RIBES
(RBMT+SMT) (28/36) (32/36) (9/36)
RBMT JE 0.2090 6.2831 0.6972
(26/36) (30/36) (8/36)
SMT(Moses) JE 0.1436 4.926 0.6607
(36/36) (36/36) (20/36)
(RBMT+SMT) (21/32) (21/32) (4/32)
RBMT FJ 0.2475 7.1413 0.6782
(25/32) (24/32) (23/32)
SMT(Moses) FJ 0.0831 3.7711 0.5902
(32/32) (32/32) (32/32)

- (Mysterious Evaluation Results — Moses was too low)
- (RBMT+SMT > RBMT > SMT) ?

- #order: Low




Results of Experiments (Human Evaluation)

(#order / #system)

Task Adequacy Acceptability (tie)
Proposed JE 2.73 0.4604 0.3312
(RBMT+SMT) (7/19) (8/14) (9/14)
Proposed =3 2.6 0.4318 0.2992
(RBMT+SMT) (9/17) (8/11) (9/11)

- Good results
- Order: middle

- Large difference (Human vs Automatic)




Results of Experiments

with Parameter Tuning (JE)

Task Tuning | BLEU NIST METEO | TER WER RIBES IMPACT
R

Proposed O 0.3598 |8.1769 |0.6676 |0.5387 |0.6436 |0.7412 |0.5654

Proposed X 0.2697 |7.1982 |0.6049 |0.5666 |0.6566 |0.7240 |0.5197

RBMT X 0.2761 |6.8759 |0.6099 |0.6172 |0.7048 |0.7114 |0.5064

Moses O 0.2886 |7.1503 |0.6567 |0.6684 |0.8307 |0.6334 |0.4527

Moses X 0.2120 |6.9635 |0.5741 |0.6431 |0.7852 |0.6727 |0.4078

Good Results (Best Performance?)
Proposed > Moses > RBMT




Results of Experiments

with Parameter Tuning (EJ)

Task Tuning | BLEU NIST TER WER RIBES IMPACT
Proposed O 0.3911 | 8.3941 | 0.4991 |0.6184 |0.6709 |0.5753
Proposed X 0.3076 |7.6219 |0.5441 |0.6492 |0.6562 |0.5326
RBMT X 0.1998 |5.4690 |0.7274 |0.8075 |0.5632 |0.4393
Moses O 0.2408 |6.4319 |0.5441 |0.6492 |0.6563 |0.4743
Moses X 0.2531 |7.1181 |0.5968 |0.7377 |0.5532 |0.4394

Good Results (Best Performance?)
Proposed > Moses > RBMT




Discussion:

Human evaluation:
Proposed > SMT
Proposed = RBMT
(Proposed = RBMT ?)

Human Evaluation vs Automatic Evaluation
No match

(BLUE,NIST,METEROR, TER,WER,RIBES,IMPACT)




Conclusion

Our System:
Two-stage machine translation system.
First stage : Rule-based MT
Second stage : SMT

Object:

Less ungrammatical sentences. (Compared to SMT)
Results:

Effective (Compared to SMT)
Future:

Automatic Evaluation vs Human Evaluation
RBMT = Proposed ?
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