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ABSTRACT
In this report paper, we investigate two issues facing phrase-based 
machine translation (MT) systems such as Moses (Koehn et al., 
2007): out-of-vocabulary (OOV) words and singletons. MT 
systems typically ignore and directly output unknown or OOV 
source words into the target translation. On the other hand, for 
words which do not couple with their preceding or following 
words as phrases, as referred to as singletons, MT systems 
typically leave their translation disambiguation to language model 
within which knowledge is somewhat limited and determined by 
the preset length of words. In this paper, we first analyze the 
proportion of OOV words and singletons in translation task, 
summarize types of OOV words, and manually evaluate the 
impact of singletons on phrase-based MT systems. We also 
introduce methods for dealing with these two issues without 
changing the underlying phrase-based decoder. 

Categories and Subject Descriptors
I.2.7 [Artificial Intelligence]: Natural Language Processing – 
machine translation, text analysis.

General Terms
Algorithms, Performance, Design, Experimentation, Languages. 

Keywords
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1. INTRODUCTION 
Training data can not cover all the words or phrases. Some of the 
words in the source-language texts are unknown to the MT system, 
to be specific, unknown to its phrase tables or syntax-based 
translation rules. Whenever encountering an OOV word, MT 
systems typically ignore and leave the word untranslated to the 
target translation, which may in turn degrade the readability (let 
alone the readers who do not understand the source language) and 
the overall translation quality. The OOV problem could be better 

handled if a system recognized the constituents of an unknown 
word and leveraged the translations of the constituents to form 
possible translations for the OOV. 

Many factors cause the source words to be out-of-vocabulary to a 
system. Some OOVs result from segmentation error in the source 
language (if the language does not have clear word boundary), 
some from name entities, such as person name, place, and 
organization, and others from low-frequency abbreviations (e.g., 

 athletic association) and combination forms (e.g., eyebank, 
widebody) of common words (e.g., bank, body). According to our 
OOV analysis, the last type accounts for one fourth of OOV cases 
and takes up the same proportion as the OOV which can be 
paraphrased highly valued in the previous work (Marton et al. 
(2009); Mirkin et al. (2009)). 

On the other hand, phrase-based MT systems have little means to 
disambiguate singletons in context except for their language 
models that are usually blamed for their lack of syntax knowledge 
due to limited word length. Phrases, or sequences of words to be 
exact, benefit phrase-based systems particularly in 
sense/translation disambiguation (one sense per discourse or 
collocation (Yarowsky, 1995)). According to our preliminary 
analyses, phrase-based systems such as Moses do not translate 
singletons very well especially nominal and verbal singletons. 

In this report paper, we manage to propose methods to tackle with 
the OOV and singleton issues facing phrase-based decoders 
(syntax-based ones would definitely have OOV problem too). 
And we also report the analyses concerning the types of OOVs 
and the translation accuracy of singletons from an existing phrase-
based system in a specific translation task. 

2. RELATED WORK 
Machine Translation (MT) has been an area of active research. In 
this paper, we focus on the OOV and singleton problems in 
phrase-based MT systems. 

Recent work has been done on translating different OOV cases: 
name entities (NE), and compounds. Knight and Graehl (1997) 
introduced a statistical machine transliteration model to tackle 
proper names, while Hassan and Sorensen (2005) presented a NE 
translating approach that combines NE translation and 
transliteration. On the other hand, Cao and Li (2002) focused on 
translating compound words, especially noun phrases, using 
statistical approach and translation templates to translate noun 
phrases. Little research takes note of OOVs resulting from 
abbreviations of source phrases (e.g. ) or combination form 
of common words (e.g., ). These two types cover some 
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portion of name entities and noun-noun and adjective-noun 
compounds (e.g.,  border trade (NN), and  new 
regulations (AN)). 

In the studies more closely related to our work, Marton et al. 
(2009) and Mirkin et al. (2009) proposed statistical paraphrase 
models that replace the OOV words with their corresponding in-
vocabulary equivalents. For example, the OOV word “ ” 
(interview) can be translated by replacing with the in-vocabulary 
word “ ” (visit). Paraphrases in Marton et al. (2009) are learnt 
based on the word alignment information computed over a large 
additional set of bitexts. On the other hand, Mirkin et al. (2009) 
paraphrased OOV words using contextual entailment rules that 
are derived from monolingual corpora as well as manually 
compiled synonym thesaurus. These studies are similar in spirit to 
our work. However, we do not directly address the problem via 
paraphrasing. We translate the OOV by combining the 
translations of its constituents via wildcard search in the existing 
bilingual resources. 

3. ANALYSES 
In this section, we report the statistics on OOVs, singletons, 
different types of OOVs, and the retrieval rates of OOVs based on 
different query types and bilingual resources. 
3.1 Analyses on OOV Words 
To study the problem of translating OOV words, we used NIST 
MT-08 Chinese-to-English test set consisting of 1,273 unknown 
words in 637 sentences out of a total of 1,357 sentences. Among 
these 1,273 distinct OOV words, we inspected the number of 
OOVs with respect to their lengths, i.e., the number of characters 
(See Table 1). As can be seen in Table 1, OOV words of two 
characters accounted for more than half of the OOV cases. As a 
result, we focused on translating two-character unknown words. 
To analyze the OOV types and proportions, formulate partial-
matched wildcard queries, and determine good bilingual resources 
for sublexical/constituent translation retrieval, we randomly 
selected 100 additional sentences containing only OOV words of 
two characters. 

Table 1. The number of OOVs with respect to OOVs’ lengths. 

Length Number of OOVs Percentage(%)
1 56 4.4
2 683 53.7
3 352 27.7
4 115 9

5+ 67 5.3

OOV words in these 100 sentences are manually classified into 10 
types shown in Table 2 taking into consideration their reference 
translations (manually) extracted from reference sentences. Since 
our model was designed to retrieve and combine sublexical 
translations of an OOV word’s constituents, it targets specifically 
on translating OOV words of the combination forms which 
accounts for one fourth of the OOV words. See Table 2 for more 
details. 

Table 2. OOV types and their descriptions and examples. 

OOV Type Description of OOV Type Example # 
OOVs

Order 
Variants 

Sequence of characters 
reversed without 

( ) 
(treat) 

1

changing the original 
meaning 

Writing 
Variants 

Replacement between 
simplified and 
traditional Chinese 
characters 

 (
) (study)

1

Domain 
Specific 

Domain specific 
terminologies (service 

support) 

(setter) 

2

Word + Suffix Words composed by a 
content character 
(underscored 
character) and a not 
translated function 
character  

(busy) 

(stove) 

4

Informal Used in conversation 
or informal writing (worth 

watching)

(what) 

6

Old Use Words rarely in use 
now 

 (60 
years old) 

 (all 
over) 

8

Name Entity Name entities could be 
transliterated such as 
person, place, and 
organization 

(bush) 

(jiaozhou) 

12

Segmentation 
Error 

Words erroneously 
split by the 
segmentation system 

 (
) 

 (
) 

16

Rare 
Paraphrase 

Words could be 
translated by replacing 
with its paraphrases 

(practice) 

(interview)

25

Combination 
Form 

Words could be 
translated by 
combining sublexical 
translations 

(upper 
limbs) 

(muscle 
strength) 

25

Table 3. The number of OOVs using the query type of 2 
characters c1, c2. 

Example Query type Number of 
translatable 

OOVs OOV Matched 
words 

c1 * and c2 * 17  (upper 
limbs) 

( ) 

c1 * and * c2 9  (upper 
limbs) 

( ) 

* c1 and c2 * 2  (quake 
demon) 

( ) 
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* c1 and * c2 1  (bell 
body) 

( ) 

Intuitively, there were four ways to formulate the query for 
sublexical translations for a two-character OOV word c1, c2. Table 
3 shows the first and the second query formulations of adding 
wildcard * can retrieve most relevant translations.

We further determine the effectiveness of various bilingual 
resources for finding sublexical translations. In other words, we 
compared translation hit rates using different resources based on 
the 1st and 2nd query types. Among resources, Lin Yutang’s 
Chinese-English Dictionary, LDC translation lexicon 
(LDC2002L27), character-based phrase table and word-based 
phrase table, hit rates of 25 OOVs were 0.64, 0.68, 0.60, and 0.88, 
respectively. Word-based phrase table results in the highest hit 
rate, thus chosen as our bilingual resource for sublexical 
translation retrieval. It has advantages like different inflectional 
word forms and match of translation domain. 

3.2 Analyses on Singletons 
To investigate the percentage of singletons and their effect on MT 
translation quality, we randomly selected fifty sentences from 
NIST MT-08 English-to-Chinese test set. Singletons 
accommodate 6% of the words and are primary nouns (72%) and 
verbs (21%). Analyses on the translation quality of different parts-
of-speech reveal that translation quality varies and while nouns 
achieve 50% accuracy, verbs achieve as low as 20%. Table 4 
shows an example of the manually acquired reference translation 
for singletons. 

Table 4. An example of singletons’ reference translation. 

Source sentence: 

Reference 1: in less than half a month ’s time , wang yan ’s arm
strength has recovered by two points . 

Reference 2: muscle strength in wang yan ’s arm has recover by 
two grades in less than half a month . 

Reference 3: the muscle strengths of wang yan ’s upper limbs
improved by two levels in less than half a month .

Reference 4: in less than half a month , the muscle strength of 
wang yan ’s upper limbs has regained by two 
levels . 

Singletons pose a problem too in patent translation: singletons 
take up 5% based on the development data (2000 Chinese 
sentences) from NTCIR-11 patent translation, much higher than 
the OOV percentage (approximately 1.1%). 

4. PROPOSED METHODS 
4.1 Method for OOV 
After obtaining the sublexical translations by qerying the 
abovementioned two types of sublexical/constituent (in Section 
3.1) queries, we generate and rank the translation candidates for 
OOVs using the procedure in Figure 1. Note that such OOV 

model serves as a preprocessing component, translating unknown 
words prior to the MT systems. 

Figure 1. Generation and Ranking Procedure for OOV.

In Step (1b), elements in CandList are of the form (c, <source 
word, target N-gram>, P (target N-gram|c) ��P (c|target N-gram)). 
Bidirectional conditional probabilities P (target N-gram|c) and P 
(c|target N-gram) are trained on large parallel corpus aligned on 
the level of constituents instead of words. 

Although the translation scope of an OOV word is much smaller 
than that of a whole sentence, re-ordering can still occur between 
constituents’ translations. Hence, both straight and inverted cases 
of translation combination are considered (Step (2)). During 
candidate generation, Straight and Inverted iteratively cover the 
span of the OOV word (Step (3)) collecting constituent 
translations and multiplying translations’ scores at the same time. 
For each assembled translation candidate TransCand, its lexical 
translation score is estimated by the product of bidirectional 
conditional probabilities of the sublexical translation pairs as: 

( |  ) (  | )
i

otrans i ij ij i

c o

P p c target N gram P target N gram c
∈

= − ⋅ −∏

where ci stands for constituent of the OOV word and target N-
gramij for one of the sublexical translations for ci composing 
TransCand. 

Note that apart from bilingual information, we further leverage 
monolingual information on target-language side to estimate the 
translation candidates (Step 4), using 

1 2( ) ( ) ( )trans TLMScore TransCand P TransCand P TransCandλ λ= ⋅

where �i is the combination weight and TLM stands for target-
language language model. 

procedure EvaluateCandidates (O, N, �) 

for each constituent c in OOV O
(1a)    SubTrans = RetrieveSublexicalTranslations (c, O)
(1b)    CandList[position (c, O)] = BilingualInfo(SubTrans, c)

(2a)  Straight = CandList[1] 
(2b)  Inverted = CandList[len(O)] 

for each constituent position cp >1 in ascending 
constituent positions of O

(3a)       Straight × = CandList[cp]
for each constituent position cp <len(O) in descending 

constituent positions of O
(3b)       Inverted × = CandList[cp] 

(4a)  Straight = MonolingualInfo (Straight)
(4b)  Inverted = MonolingualInfo (Inverted) 

Candidates = Straight + Inverted
(5)    RankedCandidates=Sort Candidates in decreasing order 

of Score
(6)   Return top N RankedCandidates with Scores exceeding �
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4.2 Method for Singletons 
For a singleton-annotated sentence, we plan to translate the 
contexts with singletons prior to the phrase-based MT systems. 
More specifically, we first automatically annotate the source 
sentences with singleton information, exploit skipped phrase table 
to translate the annotated patterns like “w1 [s] w2” and “w1 [s] [s’] 
w2” where wi stands for a word and “[s]” and “[s’]” for the 
singletons, finalized with submitting the partially translated 
sentences to the underlying MT decoders such as Moses. 

Methods in Section 4.1 and Section 4.2 are proposed as pre-
translation modules for phrase-based MT systems without 
changing the internal components in the systems. The state-of-the-
art open-source MT system, Moses, provides XML markup 
language for us to easily incorporate our models’ translation 
results in OOVs and singletons. Secondly, we generated binary 
on-demand version of reordering and phrase tables to same time at 
run-time translation. We also omitted the step of tuning decoding 
feature weights for quick system set-up. And our baseline 
achieved around 20.82 BLEU scores on the NTCIR 2011 
development set. 

Figure 2. The number of training sentences (y-axis) with respect 
to their lengths (x-axis). 

Figure 3. Accumulated number of sentences at different lengths. 

5. SYSTEM SETUP AND ENVIRONMENT 
We built up Moses (version 2009/08/31 svn checkout, packaged 
by “The Ubuntu NLP Repository v6.06” at http://cl.naist.jp/~eric-
n/ubuntu-nlp/dists/dapper/all/) on top of the stable version of 
Debian GNU/Linux. Our MT decoder ran under a two quad-core 
XEON 2.49GHz and eight gigabyte ECC RAM. We set up our 
baseline system following most of the data preparation and 
training steps of Baseline System 2 as published on the NTCIR 
2011 workshop website except for the following. In the stage of 

data preparation, we filtered out sentences longer than 50 words 
instead of 40 words to include more training data (from 477,596 
to 754,315 training sentences). See Figure 2 and 3 for the 
statistics on the lengths of training sentences. 

In the task of patent translation (Goto et al., 2011), we found that 
many of the OOV cases are name entities and domain-specific 
terms or terminologies. We further designed an MT decoder for 
these two types of OOVs. Such decoder was trained on Chinese-
English Terminology Dictionary from National Institute for 
Compilation and Translation of Taiwan (NICT) or English-
Chinese title pairs crawled from ip.com, excluding patents 
published in 2006-2007 as required. 

We manually evaluated 48 OOVs of the NIST 2011 development 
data with the measurement below. Table 5 shows twelve these 
OOV examples translated by the additional decoder trained on 
two different knowledge sources: NICT and ip.com. Generally 
speaking, the OOV decoder trained on NICT underperformed the 
one on ip.com data in which of the 48 OOVs 31.2% was 
evaluated as score 1, 33.3% as 0.5, and 35.4% as 0.

Score Criteria for the score 

0 Incorrect 

0.5 Partially correct 

1 Correct/near-correct 

Table 5. Twelve example OOVs translated by additional decoder. 

OOV NICT ip.com reference Max of 
score 

broad 
leaved 

broad leaf broadleaf 1 

flow 
through 
type 

flow type flow-through 0.5 

thusness 
of 
multiple 

so between 
multiple 

such a size 0 

well bore well surge the kick 0 

immediate
peptide 
immediate 

peptide is 
immediately 

0.5 

external machine outside the 
generator 

0 

cooling 
machine 

cooling 
machine 

engine cold 
state 

0 

cerebral 
target 

brain target brain target 1 

phase 
response 
frame 

correspondin
g frame 

correspondin
g frame 

1 

 etiolation yellowing yellow 0.5 

platium 
network 

platinum 
complex 

platium 0.5 
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coupling 
link 

coupling ring coupling ring 1 

6. SUMMARY 
In summary, we have examined two of the important issues facing 
the phrase-based machine translation systems: OOVs and 
singletons. We describe two methods for dealing with OOVs, one 
as a preprocessing component, i.e. partial-matched OOV 
translation model for combination form, and the other as a post-
processing one, i.e. fully-fledged OOV decoder, (with an 
underlying phrase-based MT decoder such as Moses), and one 
methods for handling singletons. We have analyzed these issues 
and our proposed methods in the translation tasks of NIST 2006, 
NIST 2008, and NTCIR 2011. We look forward to bettering our 
system using hierarchical-like patterns for singletons and sentence 
domain classifier for domain-specific MT translation and 
language models. 

7. ACKNOWLEDGMENTS 
This work was conducted under the “Project Digital Convergence 
Service Open Platform” of the Institute for Information Industry, 
Taipei, Taiwan, which is subsidized by the Ministry of Economic 
Affairs of the Republic of China. 

8. REFERENCES 
[1] Yunbo Cao and Hang Li. 2002. Base Noun Phrase 

translation using web data and the EM algorithm. In 
Proceedings of the 19th International Conference on 
Computational Linguistics, pages 1-7. 

[2] Isao Goto, Bin Lu, Ka Po Chow, Eiichiro Sumita, and 
Benjamin K. Tsou. 2011. Overview of the patent machine 
translation task at the NTCIR-9 workshop. In Proceedings of 
the 9th  NTCIR Workshop. 

[3] Hany Hassan and Jeffrey Sorensen. 2005. An 
IntegratedApproach for Arabic-English Named Entity 
Translation. In Proceedings of the ACL Workshop on 
Computational Approaches to Semitic Languages, pages 87-
93. 

[4] Kevin Knight and Jonathan Graehl. 1997. Machine 
Transliteration. In Proceedings of the eighth conference on 
European chapter of the Association for Computational 
Linguistics, pages 128-135. 

[5] Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris 
Callison-Burch, Marcello Federico, Nicola Bertoldi, Brooke 
Cowan, Wade Shen, Christine Moran, Richard Zens, Chris 
Dyer, Ond�ej Bojar, Alexandra Constantin, and Evan Herbst. 
2007. Moses: Open Source Toolkit for Statistical Machine 
Translation. In Proceedings of the ACL 2007 Demo and 
Poster Sessions, pages 177–180. 

[6] Yuval Marton, Chris Callison-Burch, and Philip Resnik. 
2009. Improved Statistical Machine Translation Using 
Monolingually-Derived Paraphrases. In Proceedings of the 
2009 Conference on Empirical Methods in Nature Language 
Processing, pages 381-390. 

[7] Shachar Mirkin, Lucia Specia, Nicola Cancedda, Ido Dagan, 
Marc Dymetman, and Idan Szpektor. 2009. Source-language 
Entailment Modeling for Translating Unknown Terms. In 
Proceedings of the 47th Annual Meeting of ACL and the 4th 
IJCNLP of the AFNLP, pages 791–799. 

[8] David Yarowsky. 1995. Unsupervised word sense 
disambiguation rivaling supervised methods. In Proceedings 
of the ACL, pages 189-196. 

― 688 ―

Proceedings of NTCIR-9 Workshop Meeting, December 6-9, 2011, Tokyo, Japan



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (Japan Color 2001 Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType true
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /None
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages false
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /None
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages false
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /None
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Japan Color 2001 Coated)
  /PDFXOutputConditionIdentifier (JC200103)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /JPN <FEFF005b0027005000440046002d003100320030003000270020306b57fa3065304f005d0020005b0027005000440046002d003100320030003000270020306b57fa3065304f005d002030d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (Japan Color 2001 Coated)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 0
      /MarksWeight 0.283460
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /JapaneseWithCircle
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice




