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Abstract: We propose a new approach for speeding up enumeration algo-
rithms. The approach does not relies on data structures deeply, but utilizes some
analysis of its computation time. The enumeration algorithms for directed span-
ning trees, matroid bases, and some bipartite matching problems are speeded
up by this approach. For a given graph G = (V,E), the time complexity of the
algorithm for directed spanning tree is O(log2 |V |) per a directed spanning tree.
For a given matroid M, the algorithm for matroid bases runs in O(T/n) time
per a base. Here n denotes the rank of M, and T denotes the computation time
to obtain elementary circuits. Enumeration algorithms for matching problems
spend O(|V |) time per a matching.

1 Introduction
For many graph and geometry objects, enumeration algorithms have been de-
veloped. Speeding up is one of important and interesting parts of the studies on
enumeration algorithms. There are many algorithms and their improvements,
especially for spanning trees and paths [1, 2, 3, 4], although neither generalized
technique nor framework is proposed for these improvements. Almost all fast
enumeration algorithms are improved by speeding up their iterations with some
data structures. Hence if we can not speed up iterations, we may obtain no fast
algorithm.

In this paper, we propose a new approach “trimming and balancing” for
speeding up enumeration algorithms. Our approach is not based on data struc-
tures, hence we can apply it to many enumeration algorithms which have not
been improved in the existing studies. Our approach adds two new phases to
an enumeration algorithm, which are called the trimming phase and the bal-
ancing phase. By adding these, an iteration of a modified algorithm may take
much computation time than original one, but the total time complexity of the
modified algorithm is often considerably smaller than the original. Some our
algorithms with the worst case time complexities of an iteration larger than the
original one often attain a better upper bound of the time complexity than the
original. The time complexity of a trimming and balancing algorithm is not so
easy to analyze. We use a technique to analyze time complexities. In the next



section, we show the framework of the approach and the technique of our anal-
ysis. We also show a trimming and balancing algorithm for the enumeration
problem of directed spanning trees.

2 Framework of Trimming and Balancing
At the beginning of this section, we explain the idea of the trimming phase
and balancing phase. To explain it, we use a binary partition algorithm for the
enumeration problem of directed spanning trees whose root is a specified ver-
tex r. The algorithm is proposed by H.N.Gabow and E.W.Myers [1] in 1978.
A directed spanning tree ( denoted by DST ) is a spanning tree of a digraph
satisfying that no its arc shares its head with the other. The algorithm inputs a
digraph, and chooses an not “unnecessary” arc a∗ (which is called a partition-
ing arc ). An unnecessary arc is an arc included in all DSTs or no DST. The
algorithm divides the problem into two subproblems of enumerating all DSTs
including a∗, and all those not including a∗. These subproblems can be solved
recursively with the graph obtained by removing all the arcs sharing their heads
with a∗, and that obtained by removing a∗. If there is only one DST, then all
the arcs are unnecessary. Hence the algorithm stops. The algorithm is known
to take O(|A|) time per an iteration, and per an outputted DST. Here we show
the details of the algorithm.

ALGORITHM: Enum DST (G = (V,A) )
Step 1: Find a partitioning arc a∗. If there are only unnecessary arcs,

then output the unique DST and stop.
Step 2: Remove all arcs sharing their heads with a∗, and call Enum DST(G).
Step 3: Remove a∗ from G, and call Enum DST (G) recursively.

The trimming phase removes unnecessary parts from the input. In this al-
gorithm, unnecessary arcs can be removed or contracted, since removals and
contractions of these arcs effect no change to the original problem. These re-
movals and contractions reduce the size of the input, thus the reduced input
includes many outputs for its size. For example, as we show in the later section,
a digraph G = (V,A) including no unnecessary arc ( “unnecessary” is charac-
terized in the just above ) contains Ω(|A|) DSTs. By the trimming phase, the
computation time of an iteration will be not so large for the number of outputs,
hence the total computation time per an output will be small.

The trimming phase decreases the computation time but does not always
decrease the computation time of the worst case. Suppose that the algorithm
inputs a digraph shown in the Figure 1. As we can see, no arc is unnecessary.
Now we suppose that the algorithm choose the arc a as a partitioning arc. Since
only one DST includes a, one of the subproblem terminates immediately. To
construct the other subproblem, a is removed. By the trimming algorithm, the
arc sharing its head with a is contracted. The shape of the obtained graph is
same as the original. If all the subproblems occurring in the algorithm choose
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Fig. 1. A digraph for enumeration problem of DSTs

the end-arc as a partitioning arc like the above, the total computation time will
be O(|A|+(|A|−2)+(|A|−4)+ ...+4). One of the subproblems of them outputs
a DST, hence the total computation time is O(|A|) per a DST.

Why the worst case running time does not decrease? The answer is that the
choosing rule of partitioning arcs is bad. To reduce the time complexity, we have
to make a good rule. The balancing phase is added for this reason. It chooses
a partitioning arc such that both generated subproblems output not so few
DSTs. The subproblems have not so many arcs for the number of outputs after
the trimming phase, since we have a lower bound of the number of DSTs for its
input size. Thus, if the input includes few DSTs like the above example, then the
inputs of both subproblems will be small. Moreover, the depth of the recursion
is small in this case, hence the total time complexity will be reduced. As we
show in the later section, there is an arc such that both generated subproblems
have at least |A|/4 arcs after the trimming phase. In the figure 1, the arc b is
such an arc. The both generated subproblems by b have about |A|/2 arcs after
the trimming phase. The shapes of the obtained graphs are also like the figured
graph. Hence, by choosing partitioning arcs similarly, the depth of the recursion
is O(log |A|). The total time complexity is also reduced.

The trimming and balancing approach decreases the time complexities of
enumeration algorithms, but it is not easy to estimate a good upper bound of
those time complexities. There are some difficult algorithms to analyze their
time complexities. In this paper, we also show a technique for analyzing the
time complexities of enumeration algorithms. We explain it in the following.

Before explaining our analysis, we introduce a virtual tree called an enu-
meration tree of an enumeration algorithm, which expresses the structure of
the recursive calls. For a given enumeration algorithm and its input, let V be a
vertex set whose elements correspond to all recursive calls occurring in the algo-
rithm. We consider an edge set E on V ×V such that each whose edge connects
two vertices if and only if a recursive call corresponding to one of the vertices
occurs in the other. Since the structure of a recursive algorithm contains no cir-
culation, the graph T = (V, E) forms a tree. This tree is called an enumeration
tree of the algorithm. The root vertex of the tree corresponds to the start of
the algorithm. To analyze enumeration algorithms, we show some properties of
enumeration trees which satisfy for any input.

To analyze the time complexity of an enumeration algorithm, we consider the
following distribution rule on the enumeration tree. Let T be an enumeration
tree, and D(x) be the number of descendants of a vertex x of T . Suppose
that T (x) is an upper bound of the time complexity of an iteration x. We



also suppose that T̂ is an upper bound of maxx∈T {T (x)/D(x)}. Our analysis
uses a parameter T ∗. The distribution is done from a vertex to its children
in the top-down manner. For a vertex x of the enumeration tree, let Tp(x)
be the computation time distributed by the parent of x to x. We distribute
Tp(x) + T (x)− T ∗ of the computation time to its children such that each child
receives the computation time proportional to the number of its descendants.
We distribute the computation time of each child recursively.

By this distribution rule, some vertices may receive much computation time.
Thus we define excess vertices for a specified positive constant α > 1, and stop
the distribution on the excess vertices. A vertex x is called excess if Tp(x) +
T (x) > αT̂D(x). The children of an excess vertex receive no computation time
from their parent. The distribution rule is also applied to the descendants of
excess vertices. By this new rule, Tp(x) is bounded by αT̂D(x) for any vertex x,
since the computation time distributed from a parent to its child is proportional
to the number of descendants of the child.

After the distribution, no vertex except excess vertices has more than O(T̂ +
T ∗) on it. Next, we distribute the computation time on each excess vertex x to all
its descendants uniformly. Since the excess time Tp(x)+T (x)−T ∗ is bounded by
(α + 1)T̂D(x), each descendant receives at most (α + 1)T̂ time from an excess
ancestor. Let X∗ be an upper bound of the maximum number of the excess
vertices on a path from the root to a leaf. By using X∗ we obtain an upper
bound O(T ∗ + T̂X∗) of the time complexity per an iteration. From these facts,
we obtain the following theorem.

Theorem 1. An enumeration algorithm terminates in O(T ∗ + T̂X∗) time per
an iteration. 
�

Our analysis requires T̂ and X∗. To obtain a good upper bound of the time
complexity, we have to set X∗ and T̂ to sufficiently good values. As a candidate
of T̂ , we can utilize maxx∈T {T (x)/D̄(x)} where D̄(x) is a lower bound of D(x).
In the enumeration tree, it is hard to identify excess vertices, although we can
obtain an efficient upper bound X∗. Let x and y be excess vertices such that y
is an ancestor of x and no other excess vertex is in the path Pyx from y to x in
the enumeration tree. Note that Pyx has at least one internal vertex.

Lemma 2. At least one vertex w of Pyx \ y satisfies the condition that T (w) is
larger than the sum of α

α+1T (u) over all children u of w.

Proof. If Pyx \y includes no such vertex, then all vertices w of Pyx \y satisfy the
condition that Tp(w) ≤ αT̂D(w). It contradicts to the assumption of the state-
ment. We prove it by induction. Any child of y satisfies the condition since y is an
excess vertex. Suppose that a vertex w of Pyx \ y holds Tp(w′) ≤ αT (w′), where
w′ is the parent of w. Then Tp(w) ≤ (α+1)T (w′)D(w)/D(w′). From the assump-
tion, T (w′) is not greater than the sum of α

α+1 T̂D(u) over all children u of w′.
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Fig. 2. The enumeration tree and computation time on each vertex: The vertices
satisfying the condition of Lemma 1 are drawn by emphasized circles, and all leaves
are drawn by rectangles. In this tree, we can set T̂ to 7, and X∗ to 2.

Since the sum of D(u) is not greater than D(w′), we have T (w′) ≤ α
α+1 T̂D(w′).

Therefore we have Tp(w) ≤ α(α+1)
α+1 T̂D(w′)D(w)/D(w′) = αT̂D(w). 
�

From this lemma, we can obtain X∗ by estimating an upper bound of the
number of vertices satisfying this condition in any path from the root to a leaf.
Similarly, we can obtain the following corollary.

Corollary 1 If T̂ = maxx∈T {T (x)/D̄(x)}, a vertex w of Pyx \ y satisfies that
D̄(w) is larger than the sum of α

α+1D̄(u) over all children u of w. 
�

These conditions can be easily checked, and are often sufficient to analyze.
In the following sections, we describe one of them, that for DSTs. To see the
algorithms for perfect matchings, refer [5].

3 Enumerating Directed Spanning Trees

In this section, we consider an enumeration algorithm for DSTs. Our algorithm
is obtained by adding a trimming phase and a balancing phase to the algorithm
explained in the previous section. We describe these algorithms in the following
sections.

3.1 A Trimming Algorithm

Our trimming algorithm removes unnecessary parts of input. Firstly, the al-
gorithm removes all multiple arcs since at most one of multiple arcs can be
included in a DST. Next we see characterizations for unnecessary arcs which
are included in all DSTs or no DST.

Property 1 For an arc (u, v), there is a DST including it if and only if there
is a simple dipath from r to u not including v. 
�
Property 2 For an arc (u, v), there is a DST not including it if and only if
there is a simple dipath from r to v not including (u, v). 
�
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Fig. 3. Back arc a is included in a DST since i(h(6, 6)) = 2. Back arc b is included in
no DST since i(h(7, 7)) = 3 and i(h(8, 8)) = 7.

From Property 2, if all arcs not satisfying the former condition are removed,
then an arc is not included in a DST if and only if it shares its head with the
other arc. Let T be a depth-first search tree of G with the root r. For a non-back
arc a of T, the dipath from r to the tail of a in T does not include the head of
a. Thus the former condition holds for any non-back arc. In the following, we
show a way for checking the condition for back arcs.

Let us put indices i(v) to all vertices v in the order of visiting of the depth-
first search. We denote the unique path in T from a vertex u to its descendant
v by Puv. For an index i, vertices v and u, we call a dipath from u to v an
i-bypass if all its internal vertices have indices larger than or equal to i. For a
vertex v and an index i ≤ i(v), let h(v, i) be the minimum index vertex among
vertices satisfying that there are some i-bypasses from the vertices to v. Since
any dipath to v from a vertex with an index smaller than v includes a common
ancestor of them, h(v, i) is an ancestor of v. Note that an ancestor has an index
smaller than any its descendant. By using these notations, we state the following
lemmas ( see Figure 3 ).

Lemma 3. For a back arc (u, v), there is a dipath from r to u not including v
if and only if i(h(w, i(w))) < i(v) holds for a vertex w in Pvu \ v.

Proof. The “if” part of the lemma is obviously. Suppose that there is a simple
dipath P from r to u not including v. Then P includes some vertices of Pvu \ v.
Let w be the first vertex of them to appear in the path. The subpath of P from
r to w includes some ancestors of v. Let w′ be the last vertex of them to appear
in the subpath. Note that no vertex of Pw′w is an internal vertex of the subpath
from w′ to w of P. Moreover, the subpath includes no vertex u with i(u) < i(v)
since any path from u to v includes some common ancestors of u and v, since
T is a depth-first search tree. It contradicts the choosing way of w′. 
�

From this lemma, we can identify unnecessary arcs by using h. Our algorithm
firstly obtains h(v, i(v)) for the vertex v with i(v) = n. In each iteration, we
decrease i one by one, and obtain h(v, i) from h(v, i+1) for all v with i(v) ≥ i.
The updating method of h is based on the following properties.



Lemma4. Suppose that a vertex u has the index i− 1.
(1) h(u, i− 1) is the minimum index vertex among all v and h(v, i) satisfying
that there are arcs (v, u).
(2) If h(v, i) �= h(v, i− 1) holds for a vertex v, then v is a descendant of u and
holds h(v, i− 1) = h(u, i− 1).

Proof. (1) Let P be an i − 1-bypass from h(u, i − 1) to u. If P is not an arc
from h(u, i− 1) to u, the vertex v next to u satisfies h(v, i) = h(u, i− 1). Thus
the condition holds. (2) If h(v, i− 1) �= h(v, i), u is included in any i− 1-bypass
from h(v, i− 1) to v. Hence h(v, i− 1) = h(u, i− 1). Since (a) a dipath from u
to a vertex with an index larger than i−1 includes a common ancestor of them,
and (b) any ancestor of u has an index smaller than i− 1, v is a descendant of
u. Therefore h(v, i− 1) �= h(v, i) holds only for descendants of u. 
�

From the lemma, we can see that i(h(v, j)) ≤ i(h(v, i)) for any j < i.

Lemma5. Let u be a vertex satisfying that i(u) > i, and v be a descendant of
u. If we have h(u, i) = h(v, i), then h(u, j) = h(v, j) holds for any j < i.

Proof. Since u is an ancestor of v, i(h(u, j)) ≥ i(h(v, j)) holds for any j. Suppose
that an index j satisfies i(h(u, j)) > i(h(v, j)).We assume that j is the maximum
index among indices satisfying the condition. From this assumption, there is a
j-bypass from h(v, j) to v not including u. Note that the bypass includes the
vertex v′ whose index is j. Since T is a depth-first search tree, any dipath from
v′ to v includes some common ancestors of v and v′. These ancestors are also
ancestors of u, thus we can obtain a j-bypass from h(v, j) to u by merging the
j-bypass from h(v, j) to v and Pv′u. It contradicts the assumption. 
�

From the lemma, if we have h(u, i) = h(v, i) for u and its child v, the equation
holds for all j < i. Hence, in the graph obtained by contracting u and v, h is
preserved. Thus we contract them if such a vertex and a child exist. For a vertex
u, if a descendant v of u satisfies that i(h(v, i(u)+1)) > i(h(v, i(u))), the child v′

of u included in the dipath from u to v satisfies the condition i(h(v′, i(u)+1)) >
i(h(u, i(u))). Hence v′ and u satisfy that i(h(v′, i(u))) = i(h(u, i(u))). Therefore,
in each iteration with the index i, we find the child v′ of the vertex u with i(u) = i
which maximizes i(h(v′, i)) among all children of u. If v′ satisfies i(h(v′, i)) <
i(h(u, i)), all descendants v of u satisfies i(h(v, i)) < i(h(u, i)). Otherwise, we
have that h(v′, i) = h(u, i), hence we contract u and v′. We do this operation
until there is no child v satisfying i(h(v, i)) = i(h(u, i)). After contracting all
these vertices, no descendant v of u satisfies that h(u, i) ≤ h(v, i+1). Therefore
no vertex v satisfies h(v, i) �= h(v, i+ 1) in the contracted graph. Hence we can
update all h by this contracting operation. Since using some binary trees, the
total time complexity of the trimming algorithm is O(|A| log |V |).

3.2 A Balancing Algorithm

For an arc a, let G′ be the graph obtained by deleting all arcs sharing their
heads with a except for a. Under the condition that G is a trimmed graph, the
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Fig. 4. Vertices r, r′, u, x and w. The paths are Pru and P ′.

following lemma holds. Suppose that a dipath from a vertex to an arc is a simple
dipath from the vertex to the head of the arc which includes the arc.

Lemma 6. Let P be a dipath from r to a. If an arc e is included in all DSTs
or no DST of G′, then the head of e is on P.

Proof. We state the lemma by proving its contraposition. For an arc e whose
head is not on P, there exists a dipath Q in G from r to e, because of Property
1. If Q includes no arc of G\G′, then it is also included in G′. Thus e is included
in some DSTs of G′. Otherwise, we consider the subgraph given by Q∪ P ∩G′.
The subgraph includes a simple dipath from r to e, since the head of e is not
on P. Thus, only arcs which have their heads on P may be included in no DST
of G′.

Since G is trimmed, an arc e whose head is not on P shares its head with
some other arcs. The arcs are also included in some DSTs of G′. Hence they are
also not included in a DST of G′. Therefore any arc included in all DSTs of G′

or no DST of G′ has its head on P. 
�
Let a′ be an arc sharing its head with a, and P ′ be a dipath from r to a′.

Lemma 7. If an arc e is included in all DSTs or no DST of G\a, then its head
is on P ′. In the case that at least two arcs share their heads with a, for any arc
e of the arcs, there are both DSTs including e and not including e.

Proof. G\a includes the graph obtained by deleting all arcs sharing their heads
with a′ except for a′. Thus, for any arc whose head is not on P ′, there are both
DSTs including the arc and those not including the arc in G \ a from Lemma
6. Therefore the first assertion is proved.

For any arc of G \ a sharing its head with a′, a dipath from r to it does
not include a. Hence, from Property 1, the arc is included in some DSTs of G′.
Except for the case that only two arcs a and a′ have their heads on v, there are
some DSTs not including the arc in G \ a. 
�

By using these lemmas, we select a partitioning arc as follows. Let the weight
of a dipath be the number of arcs whose heads are on the path. The weight of



a dipath P is denoted by w(P ). In the balancing phase, we will find an arc a∗

satisfying the conditions that (a) the weight of a dipath from r to a∗ is at most
3|A|/4, and (b) for an arc a′ sharing its head with a∗, the weight of a dipath
from r to the tail of a′ is at most |A|/2. If an arc a∗ satisfies these conditions,
G \ a∗ includes at most |A|/2 + 2 arcs which are included in all DSTs or no
DST. Under the condition that |A| ≥ 8, |A|/2+2 ≤ 3|A|/4. The graph obtained
by removing all arcs sharing whose heads with a∗ also includes at most 3|A|/4
such arcs. We consider the method for finding such an arc a∗.

Let T be a DST of G. To select an arc, we consider the following three
cases. (1) If there is a non-back arc (u, v) of T such that w(Pru) ≤ |A|/2 and
w(Prv) ≤ |A|/2, then the arc of T whose head is v satisfies the above conditions.
(2) In the other case, let u be the vertex maximizing w(Pru) among all vertices.
We denote the vertex next to r in Pru by r′. Let P ′ be a simple dipath from r
to r′ not including the arc (r, r′). P ′ always exists since G is a trimmed graph.
Let w be the vertex minimizing w(Prw) among all vertices v of Pru satisfying
that w(Prv) > |A|/2. We suppose that x denotes the first vertex to appear in
P ′ among vertices v of Pru with w(Prv) ≤ |A|/2. Since any vertex except r is
the head of at least two arcs, at least 2|V | − 4 arcs of G have their heads not
on w. On the other hand, at most |V | − 1 arcs have their heads on w, thus the
number of arcs whose heads are w does not exceed |A|/2. Therefore the weight
of r′ is at most |A|/2, and x always exists in P ′. Let f be the arc of P ′ whose
head is x. We show an example of these vertices and arcs in Figure 3. If the
subpath P ′′ of P ′ from r to f satisfies w(P ′′) ≤ |A|/2, then the arc of T sharing
its head with f satisfies the conditions (a) and (b).

(3) If f does not satisfies these conditions, w(P ′′) > |A|/2. From the def-
inition of x, the vertices included in both P ′′ and Prw are at most r and w.
Hence P ′′ includes w since more than |A|/2 arcs have their heads on Prw. Sup-
pose that P1 denotes the path with the smaller weight among Puw and the
subpath of P ′′ from r to w. We also denote the other path by P2. Let d de-
note the number of arcs whose heads are w. Since P1 ∩ P2 = {r, w}, we have
w(P1) ≤ (|A| − d)/2 + d = |A|/2 + d/2 ≤ 3|A|/4, and w(P2 \ w) ≤ |A|/2.

From the above observations, there is an arc satisfying the above two condi-
tions in any trimmed digraph. To find such an arc, what we have to do is only
to find a DST and some dipaths. They can be done in O(|A|+ |V |) time.

By utilizing these algorithms, we obtain a trimming and balancing algorithm.
The algorithm takes O(|A| log |V |) time for an iteration in the worst case. In
the following subsection, we bound the time complexity more tightly by using
the distribution of computation time.

3.3 Bounding the Total Time Complexity

To estimate an amortized time complexity of our algorithm, we firstly estimate
a lower bound of the number of descendants of a vertex of the enumeration tree
by the following lemma. Let Gx denote the graph which an iteration x inputs.



Lemma 8. If any arc of G is included in a DST and not included in the other
DST, G includes at least |A|/2 distinct DSTs.

Proof. Let T be a DST of G. From Property 1, for any non-tree arc a of T, there
is a simple dipath P from r to a. Hence, for any non-tree arc, we can construct
its own DST T ′ by adding P to T and deleting some arcs. Since there are at
least |A|/2 non-tree arcs in G, G includes at least |A|/2 DSTs. 
�

From the lemma, we obtain a lower bound D̄(x) = |E(Gx)|/2 of D(x).
Here D(x) is the number of descendants of a vertex x of the enumeration tree,
and E(Gx) denotes the arc set of Gx. The computation time on a vertex x is
O(|E(Gx)| log |V |) time, hence we set T̂ = O(log |V |), and T ∗ = O(log |V |).

From Corollary 1, we can bound the number of excess vertices by the number
of vertices satisfying that D̄(x) > α

α+1(D̄(x1)+ D̄(x2)) where x1 and x2 are the
children of x. If the condition holds, we have that |E(Gx)|/2 > α

α+1
(|E(Gx1)|/2+

|E(Gx2)|/2), thus |E(Gxi)| ≤ α+1
α

|E(Gx)| − |E(Gx)|/4 for each child xi. By
setting α = 8, |E(Gxi)| ≤ (7/8)|E(Gx)|. Therefore any path of the enumeration
tree from the root to a leaf has at most log8/7 |A| excess vertices. We obtain
an upper bound X∗ = log8/7 |A|. From the Theorem 1, we have the following
theorem.

Theorem 9. All DSTs in a digraph can be enumerated in O(|A| log |V |+ |V |+
N log2 |V |) time and O(|A|+ |V |) space where N is the number of DSTs. 
�
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